
EDITORIAL BOARD

Publisher
Prof. dr. Cristian Niculescu (NICULESCU Publishing House)

Editor-in-Chief
Prof. dr. habil. Sorin Ionescu – University POLITEHNICA of Bucharest, Romania

Deputy Chief Editor
Prof. dr. Gheorghe Militaru – University POLITEHNICA of Bucharest, Romania

Senior Editors
Prof. dr. Anca Alexandra Purcãrea – University POLITEHNICA of Bucharest, Romania
Prof. dr. Cezar Scarlat – University POLITEHNICA of Bucharest, Romania
Prof. dr. Florin Dãnãlache – University POLITEHNICA of Bucharest, Romania

Editors
Acad. Florin Filip – Romanian Academy of Sciences
Prof. dr. Dimitris Karagiannis – University of Vienna, Austria
Prof. dr. Viorel Lefter – Academy of Economic Sciences, Bucharest, Romania
Prof. dr. Peter Doucek – University of Economics, Prague, Czech Republic
Prof. dr. Sergio Alessandrini – Università di Modena e Reggio Emilia, Italy
Prof. dr. Adrian Gheorghe – Old Dominion University, USA
Prof. dr. Rolf Becks – Technical University of Darmstadt, Germany
Prof. dr. Mieczyslaw Lech Owoc – University of Economics, Wroclaw, Poland
Prof. dr. Bistra Vassileva – University of Economics, Varna, Bulgaria
Prof. dr. Doina Banciu – National Institute for Research and Development in Informatics,
Romania

Prof. dr. Anabela Mesquita – Polytechnic Institute of Porto, Portugal
Prof. dr. Ludwig Kreitz – Robert Schuman University, Strasbourg, France
Prof. dr. Nicolae Vasile – Valahia University of Târgoviºte, Romania
Dr. eng. Gheorghe Gheorghe – National Institute of Research and Development in
Mechatronics and Measurement Technique (INCDMTM), Romania

Dr. eng. Paul Pencioiu – ICPE SA, Romania
Dr. ec. Vasilica Ciucã – National Scientific Research Institute for Labour and Social
Protection, Romania

Prof. dr. Gheorghe Oprescu – University POLITEHNICA of Bucharest, Romania
Prof. dr. Radu Stanciu – University POLITEHNICA of Bucharest, Romania

Assistant Editor
Assoc. Prof. dr. Dana Corina Deselnicu – University POLITEHNICA of Bucharest, Romania

Junior Editor & Web Editor
Lecturer dr. Dan Dumitriu – University POLITEHNICA of Bucharest, Romania

Editorial Team
Lecturer dr. Bogdan Þigãnoaia – University POLITEHNICA of Bucharest, Romania
As. drd. Bogdan Fleacã – University POLITEHNICA of Bucharest, Romania
As. drd. Alexandra Ioanid – University POLITEHNICA of Bucharest, Romania

NICULESCU Publishing House
Marian Nãpristoc – Editorial Director
ªerban-Alexandru Popinã – DTP

ISSN 2344-4088
ISSN-L 2344-4088

Address: 6D Regiei Blvd.
060204 – Bucureºti, România
Tel: (+40)21-312.97.82
Fax: (+40)21-312.97.83
E-mail: editura@niculescu.ro
Internet: www.niculescu.ro

FAIMA Business & Management Journal is indexed in international databases: ProQuest, ERIH PLUS, Index Copernicus and Google Scholar.



CONTENTS

Henry Fayol, a Guru in Management  . . . . . . . . . . . . . . . . . . . . . . . .3
Sorin Ionescu

Economic Crisis Handling  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5
Santiago Costa Arranz, Florin Danalache

The Trustworthiness of Data in Smart Homes  . . . . . . . . . . . . . . . .17
Markus Jäger, Trong Nhan Phan, Stefan Nadschläger

Changing the Organizations’ Strategic System  . . . . . . . . . . . . . . . .27
Sergio Alessandrini, Sorin Ionescu, Andrei Niculescu

Academic – Industry Collaboration  . . . . . . . . . . . . . . . . . . . . . . . .40
Alena Buchalcevova

The Evolution of Managerial Skills with Age  . . . . . . . . . . . . . . . . .50
Maria Hermel-Stanescu

Changes in Production by Artificial Intelligence  . . . . . . . . . . . . . . .61
Ovidiu Blajina

Stress and Students’ Performance  . . . . . . . . . . . . . . . . . . . . . . . . .74
Ion Daniel Zaharia, Dana Corina Deselnicu, Gheorghe Militaru

) )

)

) )



Volume 4, Issue 3 – September 2016    3

T he French engineer Henry Fayol together with the American Frederick Taylor
and the German Max Weber are the creators of General Management. Taylor
has started scientific studies in order to set the ground in management, Fayol

has defined the management activities and Weber demonstrated the importance of
having a specialist in this area.
In his book „Administration Industrielle et Generale” written in 1916, H. Fayol clari-

fied a range of aspects which are part of the contemporary management today. One
hundred years after his book was written, one can notice that many of his ideas have
become classic concepts in management.
Benefitting from a considerable experience in several companies’ management, but

also from his capacity to synthesize and generalize, Fayol has defined the management
functions and its component activities, but also the companies’ activities and functions.
The changes that occurred in the meantime have no impact when it comes to his
contribution to the management theory. Even though many researchers have tried to
add new concepts or to underline the theory, his fundamental theory withstood time.
Fayol considered that a leader needs to be specialized in a certain field, but he/she

also needs management training. He realized that in a company there are not only top
managers, as it was commonly understood at that moment, but also middle managers
and supervisors, all being more or less involved in the execution of the functions that
he has defined: forecasting, organization, command,
coordination and control. He also demonstrated
the management studies need to be carried on in
parallel with professional studies. Today, such
training and studies are carried on in universities
during the bachelor, master, MBA, post-university
programs and also through vocational training
institutes.
After the first World War, his book was translated

into many languages and became known worldwide,
being considered the Bible in forming the future
managers and actually creating a current entitled
Fayolism, as spread as Taylorism, both contributing
to the structuring of contemporary management.

Henry Fayol, 
a Guru in Management

EDITORIAL

„Faced with crisis, 
the man of character 
falls back on himself.”
Charles de Gaulle
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Fayol used to believe that management is needed in all types of organizations, a prin -
ciple which today is known as industrial management, service organization management,
public management, political management, NGO management, cultural management
etc. He also built 14 principles that managers need to consider in their daily activities.
He entitled them principles (as Daniel Wren noticed) to show that they don’t need to
be applied as they are stated, and they should be considered more as guidelines. The
manager needs to consider the company’s environment as this will influence the prin-
ciple’s implementation, so the principles need to be adjusted on a case by case basis.
Through this approach, Fayol has anticipated the organizational contingency theory
that emerged in 1969.
H. Fayol also demonstrated the importance of team work. At that time, only worker

teams were known and for this kind of teams he had recommended self-training.
Today, employees work in project teams, executive teams and ad-hoc teams. He also

recommended the existence of strategic teams that need 
to be capable of assisting the managers and act on their
behalf.
After his ideas were spread, he started to have enthu-

siastic supporters, but also more or less severe critics. 
H. Mintzberg used to say about Fayol that he has not
made a scientific study based on management activities
and that he has only described his own experience.
This is actually what happened, but as time has demon-
strated, it was the experience that developed and com-
pleted the management knowledge base.

Sorin Ionescu
Editor in Chief

„Crisis 
and deadlocks 
when they occur 
have at least this

advantage, that they
force us to think.”
Jawaharlal Nehru
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Economic Crisis Handling
Santiago Costa Arranz (1), Florin Danalache (2)
(1) Universidad de Barcelona, Spain, (2) University POLITEHNICA of Bucharest, Romania

) )

The aim of this paper is to introduce the role of management for successful crisis
handling. The paper discusses good practices for getting the organization in the
position to handle crises: understanding the organization, creating a new mindset
in the organization, knowing the consumers, forming a crisis team, rolling out a
crisis communications plan. There are some considerations about the relationships
between human resource management and entrepreneurship from different points
of view, employing different empirical contexts for managing different types of crisis.
The papers highlight different answers to key questions: how to respond if a vocal
customer complaint suddenly went viral; how to respond to a brandjacking attack;
how to create a mindset characterized by transparency, accountability, employee
empowerment, planned spontaneity; how to listen to conversations unfolding on
the social web about the companies’ brands, and respond/employ proactive social
support; how to draw up a social team charter to clarify roles and responsibilities
and create an internal collaboration space for this team; how to develop a plan
covering three important areas – process and culture (what/who needs to change),
technologies and tools (what to use to achieve desired results), and key metrics
(what to track).

Keywords: economic crisis, 
crisis communications,
crisis team, key metrics.

Introduction

The neo-liberal economic model of the
entire period after the Second World War
is now finally found obsolete by many
around the world; it causes prevailing of
one-sidedness over holistic decision-making

Ab
st
ra
ct

* Correspondence to Santiago Costa Arranz: santicostaarranz@gmail.com

„The crisis
consists precisely 
in the fact that the
old is dying and the
new cannot be born.”
Antonio Gramsci
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and action, including the international, na -
tional and local politics with very danger-
ous consequences, such as the current
global social, economic, and environmen -
tal crisis. Systems theory and cybernetics
have offered holism of approach for the
wholeness of outcomes for close to seven
decades; nowadays the United Nations,
European Union and ISO do it with their
new concept of social responsibility (ISO
2010; EU 2011). The market alone has not
proved to be able to rebalance crucial con -
sequences of human one-sidedness, neither
have governments alone (Robison, 2009).
Many countries around the world face

severe economic and social difficulties;
im portant economic sectors are in crises,
leading to high unemployment and bud get
deficits (e.g. in Greece, Ireland, Portugal,
Slovenia, Croatia, Spain, USA etc). With
tight financial funds, severe restrictions
were applied in many companies, insti-
tutes, and public organizations in the most
vital parts: investments, education, re -
search, development, and health care; such

short-term thinking will result in the block -
ing of innovativeness, loss of markets and
in uneconomic behavior.
Since late 2008, a global recession has

affected the entire European economy to
a greater detriment in some countries than
in others. This major crisis is characterized
by various systemic imbalances and was
triggered by the outbreak of the banking
crisis of 2007–2008. After a slight recovery
in 2010–2011, the European crisis contin-
ues. This economic crisis and the related
social impact on employment and the la -
bor market are changing the world of work
in European countries. Although not all
European countries have experienced the
same level of economic downturn or state
financial problems, the crisis is having con -
sequences for European working condi-
tions.
Working conditions refer to conditions

in which work is performed and comprises
the work environment and the time, place
and organization of work. They constitute
the traditional subject of labor law and

Santiago Costa Arranz, Florin Danalache
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are regulated by all of its various sources:
legislation, collective agreements, works
rules, the contract of employment, and
custom and practice. Nowadays, as per-
ception of the concept moves towards the
incorporation of additional factors and pa -
ram eters which affect the employee psy-
chosomatically, a broader definition of the
term is being accepted, also including the
economic dimension and its effects on the
living conditions (environmental problems
connected with the work environment)
and the social roles of employees (female
employment) (Bispinck et al., 2010).
A crisis is the ultimate unplanned activ-

ity and the ultimate test for managers. In
a time of crisis, conventional management
practices are inadequate and ways of re -
sponding are usually insufficient. Few cir -
cumstances test a company’s reputation or
competency as severely as a crisis. Whether
the impact is immediate or sustained over
months and years, a crisis affects stake -
hol ders within and outside of a company.
Customers cancel orders, employees raise

questions, directors are questioned, share -
holders get antsy, competitors sense op -
por tunity, governments and regulators
come controlling, interest groups prepare
for attacking. Some of the techniques for
managing a crisis may appeal the conven -
tional notions of planning, testing and ex -
e cution. Preparation and sound judgment
are critical for survival.
By definition, a crisis is a period of dif-

ficulty and constraint. While the crisis can
be a threat to many, it can also be a turn-
ing point, an opportunity to serve new
unmet needs in new ways (Branicki and
Agyei, 2015). The present times are host-
ing many different – often intersecting –
crises: the global economic crisis, the
health care crisis, the energy/ natural re -
sour ces crisis, the education crisis, the
crises on multiple fronts in the develop-
ing world, the leadership and manage-
ment crises, the crises involving broken
business models in many industries, such
as automobiles, newspapers, pharmaceu-
ticals etc. Some crises may be cyclical,
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while others may manifest for a long time.
Even if some of these crises are resolved
or mitigated, most of them will continue
to play a key role in the business environ -
ment in the coming decades. It is critical
to learn how to spot, and even take ad -
vantage of, value – creating opportunities
in the midst of a crisis, and to translate
the insight into profitable new ventures,
entrepreneurial initiatives or innovations.
Companies, entrepreneurs and managers
who excel at such crisis – led entrepre-
neurship will operate from a position of
competitive advantage in the business en -
vironment.

Experimental
The credibility and reputation of organ -

izations are heavily influenced by the per -
ception of their responses during crisis
situations. There are few common elements

to most definitions of crisis: a threat to the
organization, the element of surprise, the
short decision time, the need for change.
Management crisis consists of methods
used to respond to both the reality and
perception of crises, establishing metrics
to define what scenarios constitute a crisis
and should consequently trigger the ne -
cessary response mechanisms and com-
munication that occur within the response
phase of crisis management (Robison,
2009). The response to the crisis in a
timely fashion is a challenge in businesses
also, and it implies the open and consis-
tent communication throughout the hier-
archy to contribute to a successful crisis
communication process. There are differ-
ent types of crisis (Figure 1): natural di sas -
ters, malevolence, technical breakdowns,
human breakdowns, challenges, mega-da -
mage, organizational misdeeds, workplace
violence, and rumors (Vap, 2011):

Santiago Costa Arranz, Florin Danalache
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Figure 1 – General Crisis

For the present research, the most in -
teresting types of crises are technological
crises and organizational misdeeds. The
technological crisis is caused by human
application of science and technology.
The problems appear when technology
becomes complex and something goes
wrong in the system as a whole (techno -
lo gical breakdown). When management
takes actions, that will harm or place

stakeholders at risk, the organizational
misdeeds crisis occur (Hammerich and
Lewis, 2013). The specific organizational
misdeeds are skewed management values,
crises of deception, and crises of manage -
ment misconduct. Some examples of
issues that faced companies in re cent
years and escalated into crises and possi-
ble managerial actions for them are pre-
sented in Table 1:
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Table 1 – Issues that companies faced in recent years and that escalated into crises
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No matter what sort of crisis the com-
pany is dealing with, the identification of
the crisis managers in the organization is
a critical way to help ensure that the com -
pany can face adversities (Zaman and
Georgescu, 2009). The more the human
resources can prepare, build confidence
in the company’s leaders and train them
in key leadership principles, the more ef -
fec tively the company can transition out
of the crisis.
A crisis doesn’t have to be unexpected.

A company that is merging or acquiring
another company or that is going through
a planned change in leadership is vulner-
able to crises. If something changes, com -
pany managers need to be ready to spring
into action. Organizations might also get

indications or warnings that a crisis is
possible, and make preparations for some -
thing specific (Kai, 2013).
Staying focused on the customers in a

crisis can be a predictor of whether they
will stay loyal when the crisis is over. In
this case, it’s not only the executive team
who needs to have this crisis competency.
There will always be people who need
di  rections in a crisis, either because they
are unprepared for the magnitude of the
crisis, or they are injured or in shock. A
crisis clarifies where people stand, and in
many cases, managers will have to stand
alone. This also means stepping outside
of what’s comfortable or usual or expect-
ed, and it can be a chance for people to
be noticed. Finding the people whose



goals and motivations align to those of
the organization’s is important in order to
identify potential crisis „soldiers”.
However, the management of crisis

im plies the following steps (Picone et. al,
2014):
•• Understand the organization – key ques -
tions could include: how would the or -
ganization respond if a vocal customer
complaint suddenly went viral? How
would the organization respond to a
brandjacking attack?

•• Create a new business mindset in the
organization – characterized by trans-
parency, accountability, employee em -
powerment, and planned spontaneity.

•• Know the customers.
•• Form a crisis team – a successful strat-
egy must cross the boundaries of de -
part ments and hierarchy because cus-
tomers expect a seamless experience.
Build a cross-functional team and draw
up a social team charter to clarify roles
and responsibilities and create an inter-
nal collaboration space for this team.

•• Roll out a social crisis communications
plan – the plan needs to think through
three areas – process and culture (what/
who needs to change), technologies and
tools (what to use to get there), and key
metrics (what to track).

Results
Since the core of every crisis type reso -

lu tion is the science of management and
innovation, the research and development
processes investigates the business be -
havior after the crisis, the capacity to re -
cover the loss. The research results boost
the world knowledge database and help
to select the best managerial actions and
to create new tools which respond to
both expectations and challenges of the

consumers. The 2008 crisis and the period
of instability and stagnation that ensued
came with an increase in poverty across
the EU. In the Member States most se vere-
ly hit by the crisis in particular, the pros -
pects for the most vulnerable parts of the
population were a serious source of con-
cern.
During the last years, studies, research

and development processes was trying to
present the main causes and characteristics
of the crisis, with special attention to its
impact on Romania, which has witnessed
a severe economic downturn in the first
half of 2009, registering a sharp decline in
industrial production, construction sector,
exports and also in the lending activity.
In the first months of 2009 the gross do -
mestic product (GDP) of Romania fell by
2.6% compared to the fourth quarter of
2008 (adjusted data taking into account
the seasonal variations) and by 6.4% com -
pared to the first quarter of 2008 (data not
adjusted). The second quarter of 2009 saw
another decline of GDP, by 1.1% com-
pared to the previous quarter and by 8.8%
compared to the same period of 2008.
Hence, according to the technical defi ni -

tion, Romania has entered recession in 2009.
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In the first seven months of 2009, the in -
dustrial production decreased by 9.6%
compared to the same period of the pre-
vious year (Table 2). On sections, a de -
cline of 10.8% has been recorded both in

the extractive industry and in manufactur -
ing. On industry groups, the most severe
production drop was in intermediate goods
(–15.3%) and durable consumer goods
(–17.4%):

Santiago Costa Arranz, Florin Danalache
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Table 2 – Indexes of industrial production in Romania (%)

The economic results obtained by Ro -
mania speak for themselves: the real GDP
growth in 2013 grew by 3.5% due to a
strong export performance was driven by
a robust industrial output and an abundant
harvest. Growth was forecast to decelerate
in 2014 to 2.3%, before slightly recovering
to 2.5% in 2015. It was projected to remain
above potential over the forecasted hori-
zon, reflecting improved confidence and
more supportive international conditions,
but also the payoff of product and labor
mar ket reforms implemented under the
financial support programs. Growth drivers
were expected to gradually switch from
(net) exports to domestic demand over the
forecast horizon. To demonstrate the ability
of Romanian businesses to recover losses
due to the crisis, Table 3 presents the main
features of country forecast for Romania.
In spite of good results, the fear factor

that is projected to suffocate the Romanian

economy in the next period is the foreign
debt crisis. The government has carelessly
accepted more than 36 billion dollars as
credit, leading the private and state debt
of Romania to reach the immense sum of
95 billion dollars, if the government will
no longer accept new loans (Center for
Political Science and Diplomacy (2015).
Despite the warning of similar cases like

Greece, Spain and Ireland, Romania is
ac cepting new loans from International
Monetary Fund, loans that are not invested
in developing and modernizing the econ-
omy, but in salaries and pensions. This
consumer invested loans at extortionate
in terest rates, will suffocate completely the
Romanian ailing and failed economy. An -
oth er gloomy factor is the unemployment:
with a rate of registered unemployment of
more than 15% of the active population
and with another 15% percent of the pop -
u lation already left out of the governmental

(Source: National Institute of Statistics, Press Release no 205, 7 October 2009)
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unemployment aid, Romania tops many
EU member countries with a real unem -
ploy ment figure of more than 30% of the
population. This figure must be put in per -
spective with more that 70% of the pop-
ulation below the poverty line and the full
picture of the economic meltdown and so -
cial tragedy could be analyzed. Romania
economy is still in crises and no plans for
a future development had been adopted.

Discussions
The conclusion of the present research

is that in Romania the crisis is not over by
far, but has entered a more difficult phase
that will affect the financial and banking
system and economic fundaments. The

economic crisis will continue until 2017 at
the earliest, and experience a coming back
cycle that will last until 2025. This decade
will be, without a doubt, the lost decade of
Romania, but if the necessary measures
are not rapidly taken to re-establish the
con trol on the economic decline, the Ro -
manian economy will not recover not even
in 2025.
In these conditions, significant attention

has to be paid to the small and medium-
sized enterprises (SMEs), the only ones
capable of being flexible enough to suc-
cessfully face the challenges of the new
forms of crises. The SMEs sector is the most
important in the Romanian economy and
concurrently the only sector that can de ter -
mine the economic recovery, entrepreneurs

Economic Crisis Handling

Table 3 – The main features of country forecast for Romania

(Source: European Economic Forecast – Winter 2014)
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being the key to the recovery. Stimulating
the SMEs potential contributes to securing
the growth of resources in times of diffi-
culty. To help spur economic growth, the
government from Bucharest should further
take measures to improve the business
en vironment for entrepreneurs, such as
tax-exempted reinvested profit, which is
one of the most important development
le vers, and lower taxation of labor. In order
to support the SME sector in Romania, it
is imperative for the state to pay its debts
(over EUR 1.5 billion so far), to invest in
the infrastructure, encourage absorption
of European funds and the normalization
of crediting. Moreover, the business envi-
ronment needs a stable fiscal framework to
encourage investment and to attract Eu ro -
pean and world money.
Romania needs very good, highly

trained and experienced managers capa-
ble to successfully face the challenges of
the crises. The current economic crisis is
having an undeniable influence on human
resource management, in particular when
it comes to staff training. But does the new
climate constitute a threat or an opportu-
nity for the HR departments? Like any peri-
od of upheaval, once the opportunities are
weighed up against the threats, this crisis
will generate some extraordinary challenges
for the academic staff in universities and
for the HR managers in companies, and
will provide a chance to discover new,
cutting-edge training technologies.
In a strained economic context, the

pres sure to keep tight control of teaching
and training costs is greater than ever.
Even so, it cannot be allowed that it over -
shadows the need to develop staff’s skills,
which remain crucial to ensure competi-
tiveness and performance in today’s ag -
gressive markets. The complicated equa-
tion – to spend less and train more – can

be solved by using e-learning technologies,
as an important alternative to face-to-face,
instructor-led training. Un a void ably, more
traditional training approaches demand a
high transport and accommodation budget.
E-learning is free of such constraints. The
employee, who often learns without mov -
ing from his or her usual desktop com-
puter, is involved in defining the training
schedule and takes responsibility for the
way training time is managed. On the
other hand, traditional teaching benefits
from the capacity to transfer competencies
that cannot be transferred through e-learn-
ing. A powerful education system has to be
developed, which is capable of attaining
the following objectives:
•• Identify the emerging entrepreneurship
and innovation opportunities arising
from different types of crises (chosen
by the students’ teams);

•• Build expertise in various domains: an
industry (possibly also a function or an
area) and the elements associated with
a crisis that affect the industry/ function/
geography, as well as the knowledge
of a company;

•• Develop a disciplined approach to con -
verting the opportunity spotting to a va -
lue-creating business model and devel-
oping a general business plan;

Santiago Costa Arranz, Florin Danalache
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•• Understand the risks and challenges and
develop approaches to managing them;

•• Develop a network of peers, alumni,
en trepreneurs, venture capitalists, and
industry leaders who can assist in times
of crises.

Conclusions
In this paper, the authors investigated

how the management can improve the po -
sition of companies and the overall econ -
omy during crises, and prepare the econ-
omy for future economic growth.
The research analyzed some helpful

good practices to handle crises. Some of
these considerations referred to the influ-
ence of human resources on the manage-
ment of general crises: industrial, tech no -
lo gical, health care, and managerial. Fur -
ther more, a brief evolution of crisis is pre -
sented, together with the limits and their
resolution by the management of compa-
nies. The paper also analyzes the issues

faced by companies in recent years, which
then escalated into crises. It was offered a
guide with explanations, managerial ac -
tions and tools to solve different types of
possible crises. The final considerations
of the article present the macroeconomic
developments in Romania in order to high -
light the influence of the crises on econo -
mic performance in the last five years.
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In this paper, the authors offer the first insight into some answers of the question
„how can data, information or knowledge be trusted” – especially in the context of
measuring trustworthiness. The topic of smart home security is a very good re search
environment for this question. Building on this research environment, the authors
made some investigations concerning the measurement of trustworthiness of data.

Keywords: data, IT, information, smart-home, security

Introduction
We want to give an insight into the topic

of the trustworthiness of data, information
and knowledge, and how can this be mea -
sured. This issue is closely related to the
usage of smart-home systems because the
communication of security – related de -
vices of these systems must happen in a
trusted manner. Every area of application of
technology in nowadays life is confronted
with questions like „Am I secure?” and
„Can I give my personal details without
being worried about my privacy?”
All the more important, the question

of security and trustworthiness comes into
account when people want to secure their
personal homes. Smart-home systems can
assist when managing homes and they can
provide a high level of comfort (managing
e.g. heating or lighting from your work-
place, etc.), also when improving the home
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security (locking specific areas, establish-
ing alarm systems, video surveillance etc.).
Most of these systems (whether the com -

fortable assistance or the managing of se -
curity), provide their services via mobile
applications or via web pages and they try
to make the access of their systems very
easy – most of the time on the expense
of the security. The services and systems
are often accessible without any compli-
cated permissions, biometric or authenti-
cation procedures. In this case, the self-
com placency of the users of „everything
works intentionally” can cause high-se -
cu rity impacts, due to the fact that most
of the users do not know anything about
IT security.
This paper also approaches the trust -

wor thiness concerning the internal be hav -
ior of smart-home systems – can we be
sure, that the information (e.g. the signal
from a video surveillance camera installed
in front of the door) isn’t compromised by
anyone (e.g. an intruder who wants to
com mit burglary), for example with an -
other video signal invisible to the house
owner? One solution would be to ensure
the information by adding some addition-
al information on the video signal (like a

clock or a display with the date, so the date
and time is always visible), but a profes-
sional security system should not require
such steps; it should provide trusted in -
formation every time in every condition.
After some important preliminaries (de -

scription of important terms and keywords),
the authors focus on the importance of se -
cure smart homes. In Section 4, the article
investigates some projects in a related work
field which also approach smart-homes
security, and in Section 5 is shown a first
classification of what trusted data/ infor -
ma tion/ knowledge should be. The paper
closes with conclusions and some sugges -
tions for further research.

Preliminaries
Before going into detail by explaining

models and suggestions, some terms need
to be defined, in order to provide an easier
understanding: data, information, knowl-
edge and smart homes.

Definition of terms

There is no general and common un -
derstanding of knowledge and knowledge
management. It always depends on the
specific domain in which the conception
of knowledge is understood. Within the
context of organizations and IT, before
studying knowledge management or
knowl edge processing systems in more
de tail, there are typically three central
terms to analyze: data, information and
knowledge. For these terms, either their
definitions or the distinction between
them are common ground.

Data: is most of the time a discrete set
of objects or facts. It is the raw material
for the creation of information. Today data
is typically stored in IT systems, distin-
guished by quantitative and/or qualitative
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measures. In general, more data is not
always the best option. For example,
„24122015” is data.

Information: Compared to data, infor-
mation itself consists of data elements, but
information adds a meaning to this data.
Information is usually stored as data. For
example, „24-12-2015 which is a date”, is
information.

Knowledge: is one step further than
information. It is obtained from knowers
(people who put together or link informa -
tion) which link information and data to
something higher. For example, „24-12-2015
is more than a date, it is Christmas” – this
is knowledge. Another example for some
extended/ linked knowledge could be: „On
Christmas, I should buy some presents for
my family” (without discussing anticipated
behaviors or manners).

Knowledge Management: This term re -
fers to the usage of knowledge and getting
higher levels of knowledge and benefits
through combining the intellectual assets.
Scholars distinguish between explicit and
tacit knowledge: while explicit knowledge
is written, tacit knowledge is the personal
know-how. The effort of managing knowl -
edge usually can bring improvements in
almost all fields of usage.

Knowledge Processing: Managing knowl -
edge needs some additional activities to get
the different knowledge bases together:
one needs to process data, information and
knowledge. One can process knowledge
by connecting human knowledge and net -
working (this is a chaotic form of knowl-
edge processing) and one can store knowl -
edge in databases (which have a much hi -
gher usable capacity than the human brain)
and use technical networking (this is sys-
tematic information and knowledge pro-
cessing) (Skyrme, 1998).

Description of Smart Homes

With the development of embedded sys -
tems, electronic appliances have built-in
functions inside that help them automati -
cally execute their tasks according to their
pre-defined programs and user preferen -
ces. For instance, a washing machine does
a series of actions to wash laundry in the
mode of color type and at the temperature
about 30 degrees Celsius, or an advanced
air-conditioner with the built-in thermostat
manages itself to switch on or off accord-
ing to the temperature of the room. These
machines give automation to humans’ daily
housework and form the concept of home
automation.
Nevertheless, a smart home is a further

step from home automation and Internet
of Things. It does not only hold various
electric and electronic devices, but also
have a control system in charge of them.
In other words, this term describes a house
where appliances are connected and com -
municate to one another in order to prop -
erly react to humans’ activities or their re -
lated living environments.
For instance, lights will be automatically

turned on at a suitable bright level when

The Trustworthiness of Data in Smart Homes



20 FAIMA Business & Management Journal

they detect whether there is human move -
ment. Or when one leaves home, lights
will be automatically turned off, doors and
windows are closed, and the intruder sys -
tem is activated. Besides, Aldrich (2003)
defines a smart home as „a residence
equip ped with computing and informa-
tion technology which anticipates and
responds to the needs of the occupants,
working to promote their comfort, conve -
nience, security and entertainment through
the management of technology within the
home and connections to the world be -
yond”. Other than self-connections and a
centralized control system, these smart
homes devices can also be remotely con-
trolled by end-users with suitable applica -
tions that can be not only installed in pri-
vate devices like smartphones, laptops, or
a personal digital assistant but can also be
accessed through web-based services.
As a consequence, the emergence of

smart homes brings not only comfort and
convenience but also a meaningful goal to
human beings, especially for the elderly,
convalescent, disabled people and those
who have special needs or have difficul-
ties in household tasks as well. Within the
context of smart homes, their living would

be different towards a better quality of life.
For example, one’s health conditions can
be monitored by the surveillance sensors
and cameras, so that an alarm will be trig -
gered to call for help in case of are any
emergencies. Or in the case of saving en -
ergy, the smart homes adjust the amount
of electrical power to devices when they
are active or cut the power off when they
are not used. To briefly sum up, smart-
homes, together with modern technolo-
gies, are playing a significant role support -
ing our daily lives, and they deserve our
attention as well as our promotion to be
further developed.

The Meaning of Trust
The question of „How can we trust

any thing/anybody?” is discussed since the
beginning of mankind, but what does this
topic mean in context to today’s technol-
ogy age and especially for the information
technology?
Usually, we highly trust man-made

tech nology – from cars to airplanes, from
computers and buildings to space shut-
tles. As long as they work properly, most
of the time we don’t even think about (not)
trusting them. Only in case, they stop
work ing in their normal behavior the ques -
tion of trust comes up. The trust in IT sys -
tems is becoming even more important,
as people today rely on IT more than ever
before. Besides the usage of IT in every
aspect of our lives, special treatment has to
be applied to the Internet. Everybody is
online (most of the time), and the trust in
Internet content is a crucial matter. When
talking about this, the concerned infor-
mation is not the one which is retrieved
or read on websites, but the download of
files: everybody trusts a „Download But -
ton” by clicking it, but nobody knows what
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is really behind this mechanism. You make
yourself highly vulnerable, when down-
loading content from the Internet to your
computer, because you never know, what
is really inside a file (just one example:
malware).
According to Rosseau et al. (1998), the

three main types of trust are (1) trusting
be liefs, (2) trusting intentions, and (3) trust -
ing behaviors, and these three types are
connected to each other:
(1)(1) Trusting beliefs mean a secure con-

viction that the other party has favor-
able attributes (such as benevolence,
integrity, and competence), strong
enough to create trusting intentions.

(2)(2) Trusting intentions mean a secure,
committed willingness to depend on
upon or to become vulnerable to the
other party in specific ways, strong
enough to create trusting behaviors.

(3)(3) Trusting behaviors mean assuring ac -
tions that demonstrate that one does,
in fact, depend on or rely upon the
other party instead of oneself or on
controls.
Each of these generic trust types can be

applied to trust in IT. Trusting IT – be -
havior means that one securely depends
or relies on the technology instead of try-
ing to control the technology” (McKnight,
2005). Another point of view is the simi-
larity of trusting people and trusting tech-
nology, especially information technology,
where the main difference lies in the ap -
plication of trust in a specific area: „The
major difference between trust in people
and trust in IT lies in the applicability of
specific trusting beliefs. People and tech-
nologies have both similar and different
attributes, and those similarities and dif-
ferences define which trusting beliefs ap -
ply. [...] With trust in people, one trusts a
morally capable and volitional human;

with trust in IT, one trusts a human-cre-
ated artifact with a limited range of be -
hav iors that lacks both the will and moral
agency. [...] Because technology lacks mo -
ral agency, trust in technology necessarily
reflects beliefs about technology’s capabil-
ity rather than its will or its motives. [...]
Trust in information technology has sev-
eral interesting implications. First, trust in
IT should influence the use or the adoption
of technology. Unless one trusts a software
product to reliably fill one’s needs, why
would one adopt it? Second, trust in IT is
a general assessment of the technology that
probably affects other IT perceptions, such
as the relative advantage or usefulness of
the technology. Thus, it may influence be -
liefs and attitudes that affect the intentions
to use technology. Trust in technology is
built the same way as trust in people”
(McKnight, 2005). Another very interesting
publication about the trust in information
sources is given by (Hertzum et al., 2002).
They compared the notion of trust bet ween
people and virtual agents, based on two
empirical studies. The respondents were
software engineers and users of e-com-
merce systems.
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Security Smart-Home Systems
Although smart-home systems have

been developing due to the development
of modern technologies, smart-home se -
curity has not yet received much aware-
ness in either industry or academia. Among
a few of the authors, Balasubramanian and
Cellatoglu (2010) presented some guide-
lines for home security concerns in their
work. The authors consider some problems
of home security such as fire and intruder
alerts, regulating visitor entry and threats
from the Internet. Besides, commercial
prod ucts and services for smart-home se -
curity are also available in the market
(Arlo, 2015; Cocoon, 2015; Loxone, 2015;
SmartHome, 2015; SmartThings, 2015).
Nevertheless, these products or services

mostly provide surveillance devices like
cameras, sensors, and related applications
to monitor a house, rather than a whole
security solution in smart-home systems.
There are still more security issues that
would form key points in building such
systems, and the goal of secure smart-home
systems is not only to protect one’s home,
but also keep other properties inside the
home secure (ADT Authorized Home Se -
cu rity Company, 2014). Firstly, the security
demands for smart-home systems originate
from practical needs. Instant warnings and
alerts are switched on when unwanted ac -
cidents happen. Secondly, security is an
essential factor that paves the way for the
development of smart-home systems. For
instance, automatic processes activated by
smart-home systems should not be misused
or interfered by attackers. One would be
uncomfortable to enjoy what smart-home
systems can offer, once he or she has to
take those risks.

The two main aspects of a secure
smart-home system are:

(1)(1) Emergency reactions – indicate that
a secure smart-home system should
be able to effectively deal with emer-
gency cases, such as fire, intruders or
residents of the house are in urgent
needs, to name a few;

(2)(2) Self-protection implies that a secure
smart-home system should be able to
protect itself, as well as its sub-compo -
nents such as electronic and electri cal
devices, applications, related soft ware
and firmware, from possible attacks.
For instance, it should be impossible
to allow intruders disable the alarm
systems or violate user privacy. Con se -
quently, a secure smart-home system
should achieve two essential charac-
teristics known as confidentiality and
integrity.
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In addition, a secure smart-home system
should perform two levels of action taking
in insecure contexts, as follows:
(1)(1) Passive mode: responsible for notifying

owners, end-users, or contacts in an
emergency. When an intruder in vades
the house, the secure smart-home sys -
tem triggers the alert and immediately
sends emails about the case to its res -
i dents and/or calls the local police;

(2)(2) Active mode: covers all the ways that
a secure smart-home system reacts to
the emergency, other than in passive
mode. As an illustration, it will activate
the fire extinguishing systems and turn
off electricity in case of fire. Or it will
capture videos and images when an
intruder enters the flat and show re -
al-time interactions from remote mo -
ni toring and control devices to end-
users in case they are absent.

In short, vulnerabilities in a smart-home
system come not only from intruders who
want to illegally enter a house, but also
from devices constituting the system them -
selves. To give a practical example of the
latter, Jin and his team at the Black Hat
tech session (Jin et al., 2014) demonstrate
their ability to remotely control a Nest Ther -
mostat within 15 seconds. This demonstra-
tion raised a big warning that security in
smart-home systems is not seriously con-
sidered.

Related Work
Smart Homes that use algorithms from

data mining or artificial intelligence can
only work well if they have enough data
about the user. This data can be either pro -
vided by the user or generated by analyz-
ing the environment (e.g. sensors, like light
sensor, movement sensor etc.). Having
such data circulating in a network opposes
several security and trust issues.
A document produced by the security

firm Kaspersky (Kaspersky, 2015) discusses
a recent study on the security of access
to Smart Home systems. The result of the
study was that most systems lack security
and can be easily hacked. The consecu-
tion of a hack can be the physical damage
on the one hand, but also access to private
data in the network on the other hand.
Robles et al. (2010) identified current se -

curity issues in a smart home system. Be -
sides the description of the general archi-
tecture of a smart home, it also revealed
various smart home components that pro -
duce data. Special attention is paid to the
security of the data transport (e.g. when
data is sent over a network). Also, access
control is discussed as well as the usage
of artificial intelligence technologies for
detecting unknown persons.
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An architecture for a middleware sys-
tem for managing profiles in a smart-home
environment is presented by Schaefer et al.
(2006). The architecture is based on OSGi
and contains components for managing se -
curity, profiles, devices etc. It distinguishes
between various authenticators (e.g. user -
name and password, face recognition).
Also, it uses data mining and artificial in -
tel ligence in order to recognize the user.
Mantas et al. (2010) present the current
con cept of a smart home and also details
about the networking technology of the
components. After a short description of
existing threats for Smart Homes, a dis cus -
sion is made about specific methods to
handle these threats, like authentication,
authorization, intrusion prevention and in -
trusion detection.
The survey done by Komninos et al.

(2014) concentrates on electric smart grids

and homes, but also has the same concerns
about the security of classical smart-homes:
confidentiality, integrity, availability, au -
then ticity, authorization, non-repudiation.
An overview of various risks and attack
possibilities is given and a list of counter-
measures is presented, which also contain
techniques like encryption and data ob -
fus cation.
A special data analytics framework for

smart home systems is introduced by
Chakravorty et al. (2013). The framework
tries to maintain security & privacy in
smart-homes without compromising the
ability to analyze this data.

Conclusions
If the nature of risk is taken into ac -

count, trustworthiness has some important
influencing factors like reliability, com pe -
tence, discretion, integrity, empathy, and
so on (Sheppard and Sherman, 1998).
These factors have to be considered when
talking or researching trust. The handling
of trust and trustworthiness in the infor-
mation technology sector is a field which
covers the whole range of technology.
Future developments of the research

in this field will continue focusing on the
sector of information and knowledge pro -
cessing systems, especially on how can a
knowledge processing system be trusted,
how can information in general be trusted,
how can trust for information be com -
put ed or calculated, how to develop a re -
presenting scale for calculated values, and
how can trust(worthiness) in a knowledge
processing system be implement.
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The term «enterprise strategy» is used in most of the cases, but a company can have
multiple strategies. The strategies build a «strategic system»; this implies the existence
of non-randomly connections between the strategic options that are considered for
each and every strategy. This article’s purpose is to identify the strategy types that a
company needs in order to operate, resulting strategic options, how to identify these
options and what methods are used to evaluate strategies.

Keywords: strategic system, strategic options, strategic risk, strategy assessment

Introduction
In strategic management, several scho las -

tic approaches concur, giving different in ter -
pretations for the word „strategy” (Thomp  son,
1986). For Ansoff (1965), Andrews (1971),
the strategy is a rule by which objectives are
transformed into activities, but for Porter
(1980), or Mintzberg, the strategy is a plan.
With regards to the reference area, Ansoff
(1965) mentioned that the strategy relates
to the market, while for Porter it refers to
the entire environment. Andrews considers
the strategy as having future impacts, but
Mintzberg believes that strategy has only
an evocative aspect.
In this paper, the strategy is a set of

rules that relates to the environment,
rules that are needed to achieve fu ture
goals. Based on these, the actions re quired
to achieve company’s goals (strategic plan)
are determined. The strategy and its enforced
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rules must offer an overall perspective in
order to be further personalized on a case
by case scenarios (Carlzon, 1986). The rules
enforced depend on a number of consid-
ered variables, called strategic degrees of
freedom (SDF), showing the range in which
a strategy can be modified (Ohmae, 1989).
By respecting the system strategies it can be
developed a strategic plan (Figure 1). In
this figure (1) represents strategy, (2) rep -
resents the strategic plan, and (3) repre-
sents the activities of the strategic plan:

Strategic Options

An enterprise has many strategies. Some
of them resemble the ones assembled by
competitors. Prahalad finds, after consid-
ering many companies, that they adopt a
system of attack and retreat quite similar.
What does not resemble, is the set of strat -
egies, namely the strategic system. In fact,
by strategy, it needs to be understood an
assembly of strategies that form a strategic
system.
The main strategies are classified as fol -

lows (Figure 2):
– corporate strategies (for all enter-
prise), which consist of the grand stra-
tegy (GS) and global strategies (GLS);

– competitive strategies (business)
which consist of: marketing strate-
gies (MkS) and pure strategies (PS).

In the global strategies (based on func -
tions) economic strategies, social strategies,
structural strategies, technical strategies
and portfolio strategies are encountered.
Among the competitive strategies, one can
distinguish the product strategy, the pro-
motion strategy, the pricing strategies, the
distribution strategies and the support strat -
egies. Pure strategies are based on activ-
ities (research, design, production etc.).
A strategy should provide answers to

questions like the following (Lynch 2002):
– how should the enterprise react to
changes from the environment, what
to do when customer needs or market
conditions are changing, which are
the opportunities to be exploited, how
to avoid external threats, how to de ter -
mine the business mix of activities;

– how should the resources be allocated?
Allocation of financial, human, ma -
te rial resources is crucial. For these
reasons, clear criteria for allocating
them are necessary;

– how to act in the market. Decisions
making about customer satisfaction,
increased competition, promotion of

Figure 2 – Strategic system
(Source: Adapted from Coda, 1990)
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Figure 1 – Strategy and the Strategic Plan
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certain products etc. is essential to the
enterprise;

– how to act within an enterprise en -
vironment. Shares are set so that the
whole organization is involved.

– how to align goals and economic ef -
ficiency through ownership, coordi-
nation or contractual arrangements
and find a balance between hierarchi -
cal control and incentives. The final
aim is to reach performance and a
high standard of moral conduct.

It is observed that new business models
are developing along emergent strategies,
and not along the strategies developed du -
ring a certain period of time.
The set of strategies forms a pyramid

structure corresponding to the enterprise
structure. Every manager knows the strat -
egies that are enforced at his hierarchy le -
vel: supervisors – pure strategies, middle
managers – competitive strategies, top man -
agers – global strategies and the general
manager or the owner (chairman of the
board) – the grand strategy. Moreover, Sun
Tze, one of the great military strategists in
China, mentioned that everyone can notice
the tactic used by a conqueror (kill, burn,
etc.), but few understand its strategy of
deriving tactics. This strategy is character -
ized by a degree of transparency. Unlike
the vision, mission and policy, which must
be known by stakeholders, the strategy is
in most cases unknown to the outsiders.
Another difference from the other compo -
nents of the managerial philosophy, is its
oral characteristic; the strategy is written
only in a few cases. Unlike philosophy
state ment prepared by the Board of Di -
rectors, which is a reflection the vision of
the owners (shareholders), the strategic
sys tem is developed by the managers.
For each strategy, there are some typ-

ical ranges, entitled strategic options that

companies choose to apply. Such op tions
are:
•• for portfolio strategies: business entry
(strike, fructification, focus, market
making), keeping the business (di ver -
sification, differentiation), withdrawal
from the business (sale, liquidation);

•• for structural strategies: concentration,
splitting, delamination, international -
ization;

•• for technical strategies: specialization,
integration;

•• for economic strategies: maintenance,
growth, recovery.

•• for social strategies: consensus con-
frontation.

When the new „theories of the firm” re -
placed the deductivist axioms of the ne -
oclassical theory and explored new ideas
on the nature and the scope of enterprises
(Williamson, 1985, Williamson, 1981, Holm -
ström and Tirole, 1989), new elements
shape the enterprises behavior, their gov-
ernance perspective and their strategic op -
tions. Economies of scale, assets specificity,
product differentiation, externalities, asym -
metric distribution of information among
actors, theoretic industrial organization
game – all of these phenomena may cre-
ate many possible solutions and equilib-
ria as well. This new economic thinking
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posits that entrepreneurial actions may alter
the market forces and dynamic enterprises
may change their strategies or structure due
to the changes of the internal and external
environment. Therefore, enterprises can
use a number of global (corporate) and
com petitive strategies, depending on their
mission and goals, the situation and the
available resources.
The strategic models may be summa-

rized as follows:

Creating the market share is a strategy
identified by Chandler (1962) and theorized
for over a hundred years. Many companies
are successful because they build their
mar ket.

Focusing involves an orientation to wards
new potential costumers (blue ocean), or
to a group of customers to be served better.

Diversification means widening the
range of manufactured products. It can
be concentrated if production processes
are similar, or divergent when using the
different processes.

Differentiation means market segmen -
tation and maintenance of a segment. Dif -
ferentiation refers to products and is
achieved through their characteristics.

Concentration creates a mono-business
and it brings a constant advantage of re -
ducing costs.

Division leads to new partitions (based
on product or geographical reasons). By
splitting it occurs the multi-businesses.

Downsizing is a structural strategy for
the elimination of hierarchical levels.

Internationalization leads to transna-
tional business arising from the globali za -
tion of markets. The internationalization
of economic activity takes place outside
the state where the registered office is, for
import of resources, product sales, and ser -
vice charges.

Specialization means to focus on the
product, technology or technological op -
e rations. As a consequence, the product
range or the number of markets is reduced.

Outsourcing is carried out for the pro-
duction of complex products, for the pro -
duction of parts or for carrying out the
technological operations.

Integration imposes control over another
company that may be upstream or down-
stream of the object that has the same ac -
tivity.

The Quality Strategy. For the quality as -
sur ance, several approaches can be con -
sidered, such as sectoral strategies (fo cus -
ing on training, construction, testing, im -
provement, guarantee), or quality control
(focus on forecasting, organizing, directing,
coordinating, control) or synergistic strat -
egies (total quality) (Ionescu, 1997).

Consolidation refers to the previous
po sitive experience, which preserves the
businesses valued attained so far.

The Internal development requires the
creation of new production facilities, con -
struction of buildings, purchase of equip-
ment, staffing.
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The expansion is done in the home
country or outside it.

The enterprise recovery is introducing
measures to ensure the survival of the
com pany when environmental conditions
change. It involves activity restriction, con -
solidation and expansion.

The defensive strategy is designed to
reduce the risk of loss. They may involve
the divestitures of obsolete factories, prod -
uct lines, marginal businesses or retrench-
ments to reduce costs.

The Strategic Thinking
Strategies are intuited by organization’s

top managers, which express some vague
intention, but the analysis is conducted by
the planning department. Originally, stra -
tegic departments were created, but in re -
cent years they were disbanded. Planning
departments’ tasks are to analyze and iden -
tify possible strategies, to devise plans and
to develop special projects.
The analysis involves a strategic think-

ing which is called „strategic logic”. This
reasoning is necessary to achieve the ob -
jectives. Strategic thinking is complex, in -
te grative, comprehensive and analyzes
every thing according to the environmen-
tal changes and the existing flows. Strategic
thinking requires creativity and a proper
as sessment of alternatives. Strategic think -
ing must be integrated to the long-term
and short-term needs. From the strategic
analysis follows an outline of the strategic
system. Strategic thinking precedes stra -
te gic actions. Strategic (managerial) think -
ing is not similar to scientific judgment.
Strategic thinking is simultaneous to the
action, not a separate, successive steps
which require a break during work. Stra -
tegic thinking must be innovative, syste -
mic and practical.

In most cases, people think using mo -
dels that have been formed over time as
a result of education or their own efforts
to understand the world (Brãtianu, 2004).
The thinking is composed of a set of
knowledge, inference rules (knowledge
ex ploitation process), a set of values   (mo -
ral, religious, economic, legal, aesthetic)
used for decision making.
It was found that there is a retrospective

thinking and prospective thinking. Ret ro -
spective thinking requires a search of mo -
dels, linking events that apparently are not
correlated, the discovery of metaphors and
theories that help to understand the fu -
ture. In this category falls the conservative
thinking (which considers that the envi-
ronment does not change, hence there is
no time variable, as it uses a static model)
and the deterministic thinking (which con -
siders that the phenomena occur in the
same environmental conditions, the system
is under control, and it uses a dynamic
mo del).
Prospective thinking identifies variables

involved in the process, develops forecasts,
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defines decision rules and establishes the
strategic system. In this category is also in -
cluded the statistical thinking (which con -
siders that the phenomena of reality are
random and that entropic models should
be used).
The following types of models were

used until now in the development of a
stra tegy:
1)1) Static Models – such as the SWOT mo -
del and the linear model;

2)2) Dynamic Models – which incorporate
time, enable change and recognize that
there are forces of change (e.g. the
structuralism model or the Norman
mo del). The structuralism model takes
into account the environment and the
results contemplated in the present
time, and then the resulting manage-
ment actions (tactics). It further elab-
orates on the structure and strategy.
This creates a successful relationship
between the structure and the strategy.
Then the strategy is implemented,
which influences tactics and results.
The Norman model shows mainly a
top – down approach and the analysis
results allow the review of the strategy
by the objectives.

3)3) Entropic Models – a state that change is
irreversible and a new equilibrium can
be established, although the business
environment is in continuous change.
In this category falls the OPERA model

and the prospective model. The OPERA
model considers the special restrictions
that must be taken into account when
defining the strategy which derives
from the managerial philosophy, the
external environment, the culture and
the existing structures. The prospective
model (Ten Haven, 2008) shows that
the number of variants is a normal dis -
tribution, starting from the company’s
vision, current and desired competitive
position, the global scenario, and the
in-depth scenario.
H. Mintzberg found that the popular

perception sees the strategist as a visionary
dictating brilliant strategy (Mintzberg, 1984).
Sometimes it is so, but usually the strategist
seeks models. The strategy is a result of a
logical process.
Strategy formulation process is not

found in all companies, many strategies
being improvised. The strategy is devel-
oped taking into account the economic
imperatives (profitability, survival, growth);
owners’ will (expressed in the philosophy
of the organization); vocation (tradition);
market opportunities and constraints; re -
sources (can be an advantage or not); am -
bitions.
Organizations create their first outline

strategy based on vision, mission and pol -
icy defined by managers and then the re -
sulting analyses are developed into theo-
retical strategies for solving problems.
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The analysis uses reliable data. But there
is also interpretable data, to which only
managers have access. Managers also have
tacit knowledge. For these reasons, the
theoretical strategy is reviewed by man-
agers and the deliberate strategy appears
further on.
Strategy formulation involves both the

theoretical analysis of the external envi-
ronment and the internal environment
analysis. On this basis, one can know the
current position and future position of
the company, further on resulting the tar-
gets that need to be achieved. As shown,
studying the environment and the market
conditions is particularly important in de -
veloping a competitive strategy proposals
(Segal-Horn, 2001). Critical success factors
(KFS) such as added value, competitive
ad vantage and resources are being consi -
dered. Each option has its own strategic
KFS and enterprises have to consider
wheth er these factors are being possessed
by the enterprise. The theoretical strategy
is developed based on the strategic ob jec -
tives formulated in the mission and based
on options set out in the strategic analysis.
It is a bottom – up approach (Ries, 1997).
If it does not contribute to delivering tac-
tical results, then it is wrong. Clausewitz
and Machiavelli recommended this ap -
proach, as it takes account of the reality
dimension.
G. Hamel (2008) believes that managers

do not consume more than 3% of their
time to build a conception of the future.
For strategic thinking, managers need to
forget the successful experiences, because
the environment is changing and change
is needed. When they are developed, some
strategies seem good, some poor, but if they
give positive results, all are appreciated.
J.B. Quinn (1980) said that the strategy

is developed in small, regressive and logical

steps. He called this process „logical in cre -
mentalism” (Christensen, 2010). Emerging
strategies result from the manager’s’ reac-
tion to problems that arise and trends that
were not known when developing a de -
lib erative strategy.

Options for the Strategic System
Options that appear in the strategic sys -

tem result from a multitude of analyses
that can be done in an organization.

1. The analysis of the organization
•• General analysis (PRIMO method – Per -
sonal, Resources, Innovations, Marketing,
Operations):
– Concentration of resources on stra -
te gic objectives (achieved by conver -
gence or by focusing);

– Accumulation of experience through
extraction and loan solutions;

– The use of complementary resources,
by combining and balancing;

– Resource conservation, by recycling,
cooptation, defense;

– Resource recovery, by accelerating
suc cess.

Changing the Organizations’ Strategic System
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•• Capability analysis: specialization (if there
is one competence) or diversification (when
there are more competencies).
•• Culture analysis: keeping the culture or
changing it.
•• Stakeholder analysis: meeting expecta-
tions, consensus, seeking confrontation.
•• Economic analysis: strengthening, de -
velopment or improvement.
•• Portfolio analysis:
– The BCG method:
- for Stars – try turning them into
profit providers (Cows) – it needs
massive investments, invested cash
coming from other businesses;
- for Cows – protect the business as
much as possible, taking advantage
of the delay of others – it needs lit-
tle investment;
- for Cats – be quickly out of the bu -
siness;
- for Dogs – have a very rapid aban -
donment of their divestment.

– The G.E. method:
- Investment (growth, maintain po -
sition, selective development);
- Viability (full, selective, immediate);
- Divestments (reductions, withdraw -
als, abandonment).

– The A.D.L method:
- Natural development;
- Selective development;
- Reorientation, abandonment.

2. Environmental analysis
•• General analysis: decentralization, de -
con centration, concentration, division.
•• Industry analysis: maintaining position,
improved position, finding niches, with-
drawal.
•• KFS analysis: using K.F.S. or chang ing
K.F.S. Options:
– use K.F.S. to differentiate those who
do not use them;

– use K.F.S. better than other competi-
tors;

– overturning K.F.S. opponents that use
them;

– business innovation and setting new
K.F.S.

•• Environmental factors analysis PEST
(PESTEL): market entering, expansion, in -
ternationalization.
•• Cultural environment analysis: think lo -
cally and act locally; think locally and act
globally.
•• Competitive forces analysis (Porter)
– to suppliers: cooperation, integration,
partnership;

– to direct competitors: product diversi -
fication, differentiation through qual-
ity;

– to indirect competitors: profits, fo cus;
– to new entrants: differentiation by
price, quality, marketing channels;

– to customers: competitive, complex
generics.

•• Forces of change analysis. Analyzed
changes in:
– innovation: developing new products,
product diversification, business con -
version;
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– personal: new sources of recruitment,
training for new occupations, HR de -
velopment;

– consumer habits: diversification of pro -
duction, product development;

– globalization of markets: adapting pro -
ducts to market, expanding markets;

– information: appropriate customer da -
tabase, customer relationships;

– environmental: pollution prevention;
– local community needs: partnership
proposals.

•• Ansoff analysis (market – product cou-
ple): market penetration, product devel-
opment, market development and diversi -
fication.
•• Type of market analysis:
– for the undifferentiated market – mar-
ket positioning;

– for the segmented market – segmen-
tation;

– enlargement – national market – do -
mi nation;

– expanding to global market – inter-
nationalization.

The applied strategies are:
– The follower strategy: segment con-
solidation;

– The specialist strategy: crenel policy;
– The leader strategy: maintaining the
position;

– The challenger strategy: aggressive
stra tegy.

3. The analysis of competitiveness:
•• Competitors analysis:
– maintaining or reducing the market
share;

– responding aggressively by changing
the marketing mix;

– abandoning the market.
•• SWOT analysis:
– S-O: taking advantage of the opportu ni -
ties (aggressive strategies; max – max);

– W-O: exceeded weaknesses using the
opportunities (reorienting strategies;
min – max);

– S-T: use strengths to avoid threats (di -
ver sification strategies; max – min);

– W-T: avoid weaknesses and threats
(defensive strategies; min – max).

Strategic System Assessment
A possible strategic system is evaluated

to determine if it is applicable. It examines
the logic of a strategy (Bãcanu, 1999), the
compliance with the environment, the ex -
ist ence risks, the time horizon, compliance
with the components and capabilities of
the organization, compliance with the or -
ganizational culture, compliance with the
assumed social responsibilities.
The strategy should be realistic, taking

into account the current and the future si -
tuation, and the resources that can be mo -
bilized. The strategy should be distinct
from competitors’ strategy (Lynch, 2002),
it should contain innovations to provide
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a competitive advantage, it should use the
advantages of the company benefits to
the environment through the links it has
with the stakeholders, it should be far-
sighted enough to propel the organization
forward.
Strategy assessment is done by analyz-

ing the aspects that determine the choice
of a particular strategy: internal and exter-
nal identification of the factors that influ-
ence the strategy, the analysis of oppor-
tunities and risks, strengths and weaknes -
ses analysis, risk analysis, resource analysis,
strategy objectives analysis, consistent with
the policy. It examines whether there is
com patibility with human resources,
whether there is compatibility with the
ex ternal environment, whether the social
effects that occur are desired, whether the
number of weak points is reduced, whether
it lessens the risk. The evaluation of the
strategies involves (Lynch, 2002): options
assessment, opportunities assessment; prof -
itability evaluation; the assessment of the
risk.

The evaluation of strategic options re -
lates to the chosen segment (products/
mar kets/ territory); opportunities and ex -
isting prohibitions; the main classes of stra -
tegies. The generic product is analyzed af -
ter ward: its specifications and its perfor -
mance, the technology used, the necessary

means of production, cost structure, serv-
ices, prices, the product range that can be
achieved. Markets are analyzed according
to customer needs, accepted prices, pro -
ducts, distribution (the channels used),
advertising. The distribution territory is in -
teresting in terms of logistic costs and spe -
cific regulations. It should be assessed in
addition the life cycle of products, markets
and industries in which they are located
and it should evaluate the effect of the phe -
nomenon of learning. In the same manner,
the strategies applied in each quadrant of
the portfolio analysis (BCG, ADL, and GE)
will be evaluated. Technological options
are assessed as well (De Bono, 1980).

The evaluation of opportunities (Lynch,
2002) is done based on the consistency
with the purpose (mission and objectives);
environmental sustainability of the or gan -
i zation and its competitive advantage gen -
erated (SWOT); validity of the assumptions
of each option; feasibility of the business
restrictions, internal constraints (capacities,
resources, culture, managers) and external
constraints (competitors‘ reaction, the re -
action of stakeholders) etc.

The evaluation of profitability is done
analyzing the profit compared to invested
capital. Businesses need more capital with
increasing sales to fund claims, to pay off
the stocks necessary for the activity. In di -
ca tors that are used are: the rate of capital
used (Gross Profit/ Capital employed); the
duration of recovery; the updated cash flow
after tax. The recovery period is about se -
ven years for a car project, three years for
consumer goods, and 20-60 years for te -
le communications infrastructure.

The evaluation of social responsibility is
done analyzing the net (social and econo -
mic) value that the enterprise adds to so ci -
ety (Meznar, 1991). Economic performance
and social responsibility are intimately
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connected. Enterprises are institutions
(Williamson, 1985) that generate „social
goods” (employment, knowledge, com-
munity improvements, cultural resources
etc.), as well as costs the society must bear
(environmental pollution, employment dis -
crimination, traffic congestion, and so on).
The enterprise is „socially viable and re -
spon sible” when the degree or the value of
the social goods it generates exceed the
social costs it imposes. With this in mind,
economic performance may dictate whether
a firm is viable in the short run, but it is the
combined social and economic perform-
ance which determines the long-term per -
ception that the institution is appropriate
or consistent with the moral foundations
of the society and the reduction of social
problems (Mintzberg, 1983, Alessandrini,
2013).

Risk assessment. The strategic system
needs to be analyzed according to the risks
that can occur. Risks may be appreciated
if an economic, social, technological and
political scenario is evaluated. The enter-
prise assumes most of the risk when they
draw up strategies, presenting a risk for the
future. A strategy leads to environmental,
political, economic, technical and social
risks.
Since 1953 P. Drucker noticed that in

the preindustrial economy there was only
the technical risk because what was pro-
duced would sell. Then the economic, fi -
nan cial, commercial risks and more re -
cently social risks came. He said: „the big -
gest risk is not to risk”. Strategic manage-
ment outlined a separate chapter called
risk management, which is basically a pre -
ventive risk approach. Risk management
involves the design and implementation
of a decision-making process regarding
identifying acceptable risks and minimiz-
ing them.

The risk can be seen from two points of
view: perspective (considering the poten-
tial risks and taking preventive measures)
and operational (for a specific situation).
Risk management includes the assessment
and management of events (actions) that
may affect the ability of the company to
achieve the objectives set. The stages of
risk management are:
1.1. Setting up the context by identifying in -
ternal and external risk factors;

2.2. Identification of risks arising in the phys -
ical environment and the economic en -
vironment due to social factors, political
factors, internal factors of the enterprise;

3.3. Shaping the future through the scenario
method;

4.4. Defining the average character of activ-
ity (uncertain, probabilistic, and hostile)
and tool assessment;

5.5. Measuring the effects (catastrophic, ma -
jor, minor, secondary);

6.6. Risk control (protection) requires a po -
licy and plan of measures.
Sensitivity analysis determines the re -

la tionship between the variation of risk
fac tors and the effective parameters.

Volatility analysis shows the scattering
of random variable considered. For this,
there can be used absolute average devi-
ation, amplitude, standard deviation, range
interquartile.
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The vulnerability analysis is the sus-
ceptibility of the enterprise at risk (Coºea,
1997) and its approach to bankruptcy. It
depends on the enterprise and the envi-
ronment. Risk management must protect
the assets of the undertaking, being an
element of strategic planning. The vulne -
rability is a particular phase of any enter-
prise, phase in which the undertaking of
an unwanted event affects the enterprise’s
vitality, pointing it towards bankruptcy.
The vulnerability can be: structural (a man -
age ment team age); functional (an unsatis -
fying organized department); conjectural

(export in sensitive areas). The vulnera-
bility of a company is the sum of partial ex -
isting vulnerabilities within the enterprise:
legal, financial, human, technologic, and
economic. It is most commonly measured
in financial indicators as profitability, sol-
vency, though any qualitative aspects must
not be neglected.

Conclusions
The paper chooses from the numerous

definitions used in the literature the one
defining the strategy as a set of rules ac -
cord ing to which a firm is a lead through
the environment. Then it shows that there
are a lot of strategies, each presenting dif -
ferent variations which are the strategic
options. Their choice is made on the basis
of the strategic analysis. It shows that man -
agers sense certain options, which are
fur ther on analyzed by applying certain
models which seem to be quite simple.
For this reason, for the strategy to be suc-
cessful, the paper indicates that risk as -
sess ment should be carried out, which
first requires the development of an envi-
ronmental scenario.
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Academic – Industry Collaboration
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University of Economics, Prague, Czech Republic

Ab
st
ra
ct The main contribution of this article lies in the demonstration of real academic – in -

dustry collaboration in the field of Software Quality Assurance. This collaboration
between universities and business is showed on the example of the Software Quality
Assurance Competence Centre (SQA CC) which is a part of the Faculty of Informatics
and Statistics at the University of Economics in Prague since 2012. First, the importance
of academic – industry collaboration is outlined. Then, the Software Quality Assurance
Competence Centre is introduced. To demonstrate services and core activities provided
by the competence centre, two successful projects implemented by the SQA CC are pre-
sented. The aim of the REGAN (REGression ANalysis) project was to evaluate the possi-
bility of regression testing automation. The methodology for assessing the suitability of
regression testing automation together with a method of estimating the labor intensity
of automated testing implementation was developed during this project. The second pro -
ject is the development of an Integrated Testing Tool that interconnects test management
with bug reporting and functional and performance testing. Finally, the main areas
that are specific to the competence centre management and contribute to its demanding
nature are identified and further discussed in the lessons learned.

Keywords: academic – industry collabora-
tion, quality assurance software,
competence centre, testing

Introduction
Practical software development starts to

focus on the issue of quality in software
development as a way of gaining a com-
petitive advantage (Osterweil, 1996; Orso
and Rothermel, 2014). Moreoever, Jones
and Bonsignour (2011) identify potential
cost savings in achieving high quality
when developing a software product.

„Change before 
you have to.”
Jack Welch
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The traditional approach to quality, which
insists on complete, testable and consistent
requirements, traceability to design, code
and test cases and heavyweight documen -
tation becomes obsolete. Agility is needed
instead, due the demand for continuous
and rapid results in a world of continu-
ously changing business decisions (Winter
et al., 2011).
With an increasing role of the quality

software, the issue of human resources be -
comes an important success factor. How -
ever, according to the research focused on
the level of testing and quality manage-
ment in software companies in the Czech
Republic (Havlickova, 2012) employees
had a very low level of understanding of
basic software quality concepts. The re -
search also pointed out a low availability
of structured training on quality manage-
ment and testing aimed at particular em -
ployees. This lack of training and educa-
tion on quality management within soft-
ware companies presents an opportunity
for universities to engage in practice and
provide expert guidance in this field. On
the other hand, the collaboration in de -
vel oping applied solutions provides the
universities with an insight in the practical
business world and helps them to enrich
the course syllabus with real life situations,
and also better prepare the students for
their future career.
The aim of this article is to show the

possibilities of academic-industry collabo -
ration in the field of Software Quality As -
surance (SQA) and present lessons gain ed
from such collaborations. The article is or -
ganized as follows. First, the importance
of academic-industry collaboration is out-
lined. Then, the Software Quality As sur ance
Competence Centre (SQA CC) is intro-
duced. To demonstrate services and core
activities provided by the competence

centre at the University of Economics, two
successful projects implemented by the
SQA CC are presented. Finally, lessons
learned gained from the implemented
projects are discussed.

Academic-Industry 
Requirements Alignment
An academic – industry collaboration is

a strategic necessity in today’s turbulent
economy as it addresses the human capital,
as well as the knowledge challenges that
practitioners and academics face (Mand vi -
walla et al., 2015).

Academic – Industry Collaboration
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According to the research conducted in
Australia (Pilgrim, 2013), there are tensions
between universities and industry regard-
ing the design of curriculum for ICT degree
programs. Universities focus on developing
key knowledge foundations, rather than
par ticular ICT skills. Employers are then
dis satisfied with graduates’ understanding
of business processes, project management
and communications skills. „The main skills
that industry requires from newly hired per -
sons are: teamwork, testing and evaluating
capabilities, effective communication skills,
quality measurement, and process im prove -
ment” (Pilgrim, 2013).
Various surveys focused on the re quire -

ments of business practice on ICT man-
agers and their coverage by ICT curricula
were undertaken also in the Czech Re -
pub lic. Based on a comparison between
the 2006 and 2010 surveys, a substantial
improvement in agreement between the
requirements of companies’ practices and
the knowledge offered by university grad-
uates was declared (Doucek, Maryska and
Novotny, 2014). Comparing the require-
ments on ICT knowledge between small
and medium enterprises, it was found out
that small enterprises have larger require-
ments on ICT knowledge than medium

enterprises, which on the contrary have hi -
gher requirements on „non-ICT” knowl-
edge (Nedomova, Doucek and Maryska,
2013).
However, the Software Quality Assur -

ance knowledge domain is not explicitly
covered in these surveys, nor is the role of
the Quality engineer or Tester. To meet the
growing needs of practice in the area of
software quality and testing, it is necessary
to empower the students with adequate
knowledge and skills. According to Rusu
et al. (2009) „…many of the skills that stu -
dents are expected to have can only be
learned by doing. These include interact-
ing with real customers with tight dead-
lines and budgets but high expectations,
and being able to work effectively in an
al most exclusively team – oriented envi-
ronment with increasingly complex team
structures and compositions”. Eldh and
Punnekkat (2012) reach similar conclusions
as they state that „students are taught the
theory of different processes, but often lack
real work experience to understand their
differences, the nuances and the impact
that has on the work product – the soft-
ware systems”.
A suitable way how to enable students

to participate in practical projects is the

Alena Buchalcevova



Volume 4, Issue 3 – September 2016    43

collaboration among industry and acade-
mia. There is a significant amount of re -
search that shows the importance of such
collaboration (Wohlin, 2013), presents its
benefits (Lee, 2000), challenges (Runeson,
Minör and Svenér, 2014) and gained ex -
perience (Bucar and Rojec, 2015).

SQA Competence Centre
This section introduces the foundations

and core activities of the Software Quality
Assurance Competence Centre (SQA CC)
that was established in 2012 at the Faculty
of Informatics and Statistics, in the Uni ver -
sity of Economics in Prague. The aim of
this competence centre is to provide com -
 panies with expert advice and guidance in
planning and implementation of software
quality management processes, especially
testing.
The SQA Competence Centre has cur-

rently over 30 members. These include
Ph.D. students, students of bachelor’s and
master’s program of Informatics and In for -
mation technologies. Students have the
pos sibility to participate in real and prac-
tical business and research projects during
their studies and thus gain valuable expe -
rience. Moreover, students have the oppor -
tunity to attend internal training courses

and workshops and develop their knowl-
edge and skills. SQA Competence Centre
collaborates especially with the following
companies: Ness Czech, Hewlett-Packard,
Trask Solutions, IBM Czech Republic, Te -
sena, T-Mobile Czech Republic, MSD.
The SQA Competence Centre offers ser -

vices in the field of quality management,
which include know-how and special skills
that are not usually available in the prac-
tice. These include: automated functional
testing using commercial and open source
tools, performance testing, integration test-
ing, mobile application testing, testing meth -
odology implementation, testing tools in -
tegration.
These areas are in compliance with the

concerns stated by Engström and Runeson
(2010) based on a recent survey of re gres -
sion testing practices and challenges point -
ed out by Orso and Rothermel (2014).
Two examples of projects that were

carried out within the SQA Competence
Centre illustrate concrete examples of aca -
demic-industry collaboration.

REGAN Project

The Software Quality Assurance compe -
tence centre team succes sfully finished a
pro ject focused on an anal ysis of regression

Academic – Industry Collaboration
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testing for the com pany T-Mobile Czech
Re public in January 2015. Regression test-
ing is according to ISO/IEC/IEEE 29119-1
(2013) „the selective testing of a system or
component that has previously been tested
to verify that modifications have not caused
unintended side-ef fects and that the system
or component still complies with its original
requirements”. As Engström and Runeson
(2010) state, there is a gap between research
and prac tice of regression testing. Research
on re gression testing mainly focuses on se -
lection and prioritization of test cases with
sev eral techniques proposed and evaluated.
However, industry practice on regression
testing is mostly based on experience alone,
and not on systematic approaches (Eng -
ström and Runeson, 2010).
The objective of the REGAN (REGres -

sion ANalysis) project was to evaluate the
possibility of regression testing automation.
The SQA CC team gathered information
about the analyzed systems, examined
releases and test plans, went through test
case scenarios, conducted interviews and
questionnaire surveys among testers and
participated in actual testing. This way the
team gathered sufficient information to
provide an adequate recommendation in
terms of which systems and specific test
cases are suitable for an implementation

of automated regression testing including
a timetable plan. The team developed a
methodology for assessing the suitability
of regression testing automation together
with a method of estimating labour-in ten -
sity of automated testing implementation.
Although the methodology was adapted
and tailored to the development and test-
ing processes in T-Mobile, it could be ap -
plied also in future projects. Based on the
developed methodology, automation could
be viewed from both technical (whether it
is possible to automate testing using stan-
dard tools) as well as economic perspec-
tive (whether it is feasible to implement
such automated testing). Alongside, the
competence centre performed an analysis
of testing tools and recommended suitable
tools for testing automation.

Integrated Testing Tool 
Develop ment Project

Another key project performed within
the SQA Competence Centre is the devel-
opment of an Integrated Testing Tool (ITT).
This project is done in collaboration with
Czech software company TRASK. The aim
of this project is to develop a technical
so lution targeted at a comprehensive and
integrated use of open source tools within
software quality management.
Although open source tools are used

quite a lot, they are used, installed and de -
ployed independently without any inte-
gration in place. Alongside, it is quite dif-
ficult to deploy such tools because they
require numerous customizations due to
their universality (openness) that prolong
the entire deployment process. Currently,
there is not any complex open source so -
lution aimed at the testing area. Thus, the
Integrated Testing Tool strives to fill this
gap. The main aim of the project is to de -
velop a software tool that supports software
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quality management within large software
projects for external customers. The ben-
efits of this system are as follows:

•• Software support of the whole testing
team (Test Managers, Test Architects,
Tes ters and Programmers);

•• Unified solution linking up test manage -
ment, bug management and individual
applications for automated software test -
ing (functional, performance, integration
and other);

•• Low deployment price – the ITT will be
delivered as a single functional package;
that means low cost of human resour ces
that will not be needed for installation
and preparation of the environment, the
ITT will allow zero software license costs
given the use of open source tools.
The result of the first stage of the proj-

ect lasting for one year is a functioning
version of the ITT tool that interconnects
test management with bug reporting and
functional and performance testing. At this
point, the tool is ready for deployment on
a pilot project.

Lessons Learned
The lessons learned gained from more

than three years of existence of the SQA
Competence Centre are divided into three
areas that are further described.

Testing Specifics

Software testing is specific in the way
that it is necessary to co-operate with the
team that develops software, as well as
with the customer. Further, the test team
members need to have access to both the
contractor’s company and the customer.
This access means not only the physical
access to a building, but also to an infor-
mation system environment. This requires

administrative solutions and significantly
prolongs the beginning of the project.
Moreover, testing is carried out in var-

ious environments. Usually, a test envi-
ronment is used and administered by the
development team and an operating en vi -
ronment is then utilized by the customer.
In this case, the testers get into a contact
with sensitive company data. Thus, it is
ne ces sary to ensure that a Non-disclosure
Agreement is included in the contract.
For the testing service provision, deep

knowledge and skills are required and soft -
ware testing tools are needed. The prob-
lem lies in the fact that commercial tools
for testing are very expensive. Thus, com -
panies that are interested in testing services
prefer a complex delivery of such services,
i.e. without having to buy licenses for test-
ing tools themselves. However, neither the
SQA Competence Centre nor the University
of Economics are able to purchase such
commercial tools. This is why the compe -
tence centre focuses on the usage of open
source tools and why it strives to develop
the integrated testing tool which will be
then utilized within future projects.
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Resource and Project Management

The overall management includes man -
agement of the competence centre and
man agement of individual projects. At the
level of competence centre management,
following roles are defined: Head of the
Competence Centre, Competence Centre
Manager and Competence Centre Member.
The Head of the Competence Centre is an
academic staff or Ph.D. student and rep-
resents the competence centre in negoti-
ations with partners and customers, signs
contracts, conceptually leads the compe-
tence centre and decides on remuneration.
The Competence Centre Manager is a stu-
dent who manages the competence cen-
tre, coordinates individual projects, assists
the CC Head, organizes activities (e.g. in -
ternal training, lectures), handles promo-
tion of the competence centre and man-
ages human resources. The Competence
Centre Member works in the competence
centre on individual projects or is a part of
a pool from which people are assigned

to particular projects. At the level of indi-
vidual projects, it can be distinguished the
role of Project Manager who manages the
whole project and Project Member who
works on an individual project.
A key role in the success and sustain-

ability of the competence centre plays hu -
man resource management. The issue lies
in the different degree programmes within
the Czech Republic education system – the
bachelor’s and master’s programmes. As
we require the students to possess a basic
level of knowledge in programming, soft-
ware engineering and testing prior to join -
ing the competence centre, we look for
students in the second year of their stud-
ies. It is not certain whether the students
will continue to the master’s programme at
the University of Economics and thus it is
hard to predict the number of active mem -
bers within the competence centre. With the
master students, the situation is even more
difficult, since the bachelor’s programme
lasts just for two years. Also, most of the
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high scoring students often participate in
the Exchange programme and study abroad
for the whole semester. This also disrupts
their activities in the competence centre.
A more favourable situation then comes in
the case that the master students continue
with their Ph.D. studies at the University
of Economics.
Another issue related to resource man-

agement that the centre staff permanently
struggles with represents the time con-
straints of individual students. In the case
of a project for practice, a full-time in volve -
ment of project members is usually re -
quired. However, the students are not able
to satisfy such time requirement because
they study full time and some of them even
work on top of that. Thus, it is necessary
to cover for the students and double their
number in order to achieve a full working
capacity. This significantly increases the
complexity and demanding character of
such project management. From the ex pe -
rience, innovative projects that are carried
out by the students within their bachelor
or master theses have proved to be an
effective and functioning model.

Knowledge Management

Third key area for the sustainability of
the competence centre is represented by
knowledge management. Due to the high
fluctuation rate of the competence centre
members explained above, it is essential
to preserve and transfer the knowledge
acquired by the students throughout the
project to others. There are already a num -
ber of resources that have been created
within bachelor, master or Ph.D. theses and
can be used by the competence centre.
These include the following resources:

•• Testing methodology following the in -
ter national standards;

•• Selenium tool testing methodology and
manual;

•• HP Quality center test management tool
manual;

•• Automation testing methodology and
others.

Conclusions
The main contribution of this article lies

in the demonstration of real academic-in -
dustry collaboration in the field of Soft ware
Quality Assurance. This collaboration bet -
ween universities and business was showed
on the example of the Software Quality As -
surance competence centre, being a part of
the Faculty of Informatics and Statistics, at
the University of Economics in Prague since
2012. Two successful projects implemented
by the SQA CC were then presented to
illustrate the core activities of the compe-
tence centre. Finally, the main areas that
are specific to competence centre manage -
ment and contribute to its demanding na -
ture were identified and further discussed
in lessons learned.
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„Be the change 
that you wish 

to see in the world.”
Mahatma Gandhi
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The present paper proposes a model of managerial abilities based upon previous research
as well as business and academic literature regarding the subject and it aims to analyze
the evolution of managerial abilities by age. These abilities have been previously shown
to impact the managerial performance, and they are abilities that can be learned,
developed and improved. The analyzed model is part of a larger Ph.D. study, and it
focuses on elements regarding personal, interpersonal and administrative skills.

Keywords: managerial performance, managerial abilities, stress management, interpersonal
abilities, administrative abilities

Introduction
Managerial performance represents a

wide area of interest and study. This was
largely analyzed and discussed and due to
its complex constitution, this can lead to
business performance, company success
or failure (Petterson and Van Fleet, 2004,
Al-Madhoun and Analoui, 2002, Stewart,
1981). From the business literature (Whet ten
and Cameron, 2011, Analoui, 2002, Scullen,
Judge and Mount, 2003, Tonidandel, Braddy
and Fleenor, 2012) it can be learnt that the
managerial performance is dependent, a -
mong other elements, on several types of
managerial abilities such as personal, in -
ter personal, technical, cognitive and admin -
istrative abilities.
The initial model proposed for this study

was constituted around three major catego -
ries: personal abilities, interpersonal abilities

* Correspondence to: stanescu.maria@gmail.com

The Evolution of Managerial Skills
with Age
Maria Hermel-Stanescu
Emergent Consulting, Bucharest, Romania

)

Ab
st
ra
ct

„People don’t resist
change. They resist
being changed.”
Peter Senge



Volume 4, Issue 3 – September 2016    51

and administrative abilities. Each category
was divided into five or six sub-categories
that were tested through a questionnaire
applied to the first batch of 25 respon-
dents, in order to be able to make a relia -
bil ity decision regarding the complexity of
the model. For each subcategory, there
were defined five items in the initial ques -
tionnaire, and the respondents were asked
to scale each answer on a 10-point scale,
where one represented „never” and ten
rep resented „always”.

The model
The initial model proposed was con-

stituted of three major categories of abil-
ities that were each divided into five or
six subcategories. After the reliability study
was carried out, the model was shortened,
so the three major categories were subdi-
vided into three subcategories. Table 1
shows the two models previously de -
scribed:

The Evolution of Managerial Skills with Age

Table 1 – Managerial abilities model

The Experimental Study
The final model was depicted by three

items for each subcategory of abilities,
which the respondents had to place on a
ten-point scale, where 1 represented „never”
and 10 represented „always”. The ques-
tionnaire was submitted to 189 persons with

jobs that implied people management from
the top and senior managers to specialists
and team leaders. The age range for the
total of 189 respondents was between 21
and 70. Five respondents failed to men-
tion their age, so the study was based on
the responses of the 184 left. The average
age of the group was 39 years:
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Stress and stress management was wide-
ly defined (Giordano, Everly, and Dusek,
1993, Wheaton, 1996, Linden, 2005) and
the literature presents several mechanisms
for coping with stress and stress manage-
ment (Linden, 2005, Karagiannopoulou
and Spiridon, 2011, Velicer et al., 1998,
Prochaska et al., 1994). Roberts and Hunt
(1991) define communication as gaining,
transmitting and attaching a meaning to the
information. Mikoluk (2013) separates ver-
bal, non-verbal and written communica-
tion, Hargie (2004) speaks in his book The
Handbook of Communication Skills about
the elements that represent the basis for
communication: the motor impulses, ob jec -
tives and motivation as well as emotions
and thinking.
Frese et al. (1997) state that the initiative

implies the person to manage actively
and persistently the obstacles. Iannarino
(2010) defines self-discipline as being the
first attribute of the initiative, and defined it
as the ability to maintain the commitments
that one makes to himself or to others.

The second attribute of the initiative is op -
timism, the ability to maintain a positive
mental attitude. The third attribute of the
initiative is competitiveness, the initiative
being the activity of putting competitive-
ness into action (Iannarino, 2010).
Forester states that „planning is the guid -

ance of future action” (Forester, 1989, pg. 3).
Suttle (2015), describes the planning and
organizing processes as being crucial in an
efficient development of activities, adding
the importance of allocating a particular
time frame for a specific type of action,
and also for the efficient allocation of re -
sources.
The present paper investigated each

managerial skill evolution with age. Fi -
gure 1 illustrates the general growth ten-
dency for personal stress management.
In Figure 2 the tendency for communica-
tion presents only a slight increase by
age. Figure 3 also shows a slight increase
of initiative by age, and Figure 4 depicts a
major improvement of organization skills
with age:
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Table 2 – Age distribution of the investigated sample



Interpersonal abilities refer to build -
ing relationships, supportive communica-
tion, gaining power and influence, conflict
management and motivating employees
(Whetten and Cameron, 2011). Interper -
so nal abilities focus on the interaction with
other people. Katz (1974), state that in ter -
personal abilities refer to the manager’s ca -
pacity to collaborate efficiently with others.
This means for the manager to understand
his employees, to motivate and to lead

other individuals or groups. These abilities
also include delegation, evaluation and ef -
ficient development of personnel. Such abil -
ities are more difficult to acquire than the
administrative ones because it is necessary
to consider the differences amongst atti-
tudes, emotions and cultural aspects.
The present study aimed to consider the

following interpersonal abilities: building
relationships, motivating others, empower -
ment and delegation, as well as influencing.

The Evolution of Managerial Skills with Age
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Figure 1 – Stress management evolution 
by age

Figure 2 – Communication skills evolution 
by age

Figure 3 – Initiative skills evolution by age Figure 4 – Organization skills evolution by age
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Forsyth P. (2010) stated: „Motivation
provides a reason for people to want to
deliver good performance. [...] Motivation
works because it reflects something about
human nature, and understanding the
various theories about this is a useful pre-
requisite to deploying motivational tech-
niques [...]”. Whetten and Cameron (2011)
present motivation as the mix between de -
sire and commitment, where both compo-
nents are equally necessary and important,
and where motivation does not exist if one
of the two components is missing.
Kay (2009) describes the delegation

process as the process through which the
manager assigns tasks, balancing the work -
load between team members and their
abilities, allowing them the authority to
make decisions regarding their tasks. He
also confirms that delegation is an ability
as any other and that it can be learned.

Whetten and Cameron (2011) state that del -
egation involves the allocation of work to
other people, and it is an activity inherent-
ly associated with managerial positions.
For maximized efficiency, it is necessary

for managers to mix the two concepts,
applying empowered delegation. Del e ga -
tion can help subordinates to develop their
skills and knowledge so that their efficien-
cy can be increased. The delegation may
also be used to prove confidence in the
person who receives it. Empowered del-
egation can be used to improve the qual-
ity of decision-making by bringing more
current information closer to the source of
the problem. According to Whetton and
Cameron (2011), empowered delegation
can also increase the coordination and in -
tegration of work by channeling informa-
tion and final responsibility through a sin-
gle source.
Figures 5 to 8 present the age evolution

for each of the interpersonal skills ana-
lyzed. It can be observed that for all the
skills included in the model under this cat -
egory, the general tendency is also to in -
crease with age:

Figure 5 – Building relationship skills 
evolution by age

Figure 6 – Motivating others evolution by age
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Administrative abilities refer to such
abilities necessary for applied managerial
tasks. Greenbank (2010) defines decision
making as the decision action to choose
among alternatives. Finucane and Guilion
(2010) argue that responsible decision mak -
 ing needs to fulfill several key skills such
as the ability to understand information,
integrating information in a consistent man -
ner, to identify the relevance of informa-
tion in decision-making and to inhibit the
impulsive responses.
Advancing in age, people tend to ac -

cumulate experience in the areas where
they operate and therefore to base their
decisions on past experiences (Artistioco,
Cervone and Pezzuti, 2003, Brown and Park,
2003). This can be both an advantage by
increasing rapidity in taking decisions, but
it can also be a major disadvantage, by
ap plying personal preferences faster than
taking the decision based on the analysis
of available data (Johnson, 1990).
Pardey (2007) defines time management

as the control over how time is spent and
taking sensitive decisions regarding how
it is used. In time management, a useful

habit is reporting to objectives and long
and short-term goals. Adair and Allen (1999)
point out in their book that time is one of
the most important resources one has and
sadly, most of the individuals do not realize
that time is a limited resource.
Whetten and Cameron (2011) state that

the performance of groups that set goals
and objectives is higher than the perform -
ance for groups that do not set objectives.
Setting goals is generally associated with per -
formance because it mobilizes effort, aims
attention and encourages perseverance and

The Evolution of Managerial Skills with Age

Figure 7 – Empowerment and delegation 
evolution by age

Figure 8 – Influencing skills evolution by age
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development of strategies (Sue – Chan and
Ong, 2002). They also point out the group
performance increases when the group
chooses its own objectives, then when
these are imposed by management.

The administrative skills were tested,
and their evolution with age is illustrated
in Figures 9 to 12:
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Figure 9 – Taking decisions skills evolution 
by age

Figure 10 – Time management skills evolution
by age

Figure 11 – Setting objectives skill evolution 
by age

Figure 12 – Goal orienting skills evolution 
by age

It can be observed that all investigated
administrative skills shown the same in -
crease tendency with age.
Regarding the age evolution for per-

sonal abilities, it was shown that people

tend to better manage their personal
stress, slightly improve their communica-
tion skills and initiative and become much
more organized with age (Figure 13).
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In what interpersonal abilities are con-
cerned, the results revealed the same in -
creasing tendency with age as for the other
managerial skill, so it can be concluded

that people tend to grow their interper-
sonal skills over time by experience and
learning. Figure 14 shows the increase for
interpersonal skills with age:

The Evolution of Managerial Skills with Age

Figure 13 – Personal abilities age evolution Figure 14 – Interpersonal abilities age evolution

Regarding the administrative skills, it can
be noticed that people tend to be more fo -
cused regarding objectives and goals with
age. They also tend to be more organized
regarding time management and taking de -
cisions.

Conclusions
As a general conclusion of this paper, it

can be mentioned that all managerial skills
present an increasing tendency with age.
The results of the analysis demonstrated
that all the three investigated categories
of abilities (personal, interpersonal and ad -
ministrative abilities) associate positively
with age, so it can be said that growing
in age also triggers the improvement of
the managerial skills through personal
development. Consistently with the spe-
cialized literature, it can be said that this as -
cending trend can be explained through
the application of known patterns from

experience to similar situations, and be -
cause of the confidence managers have
on past experiences.
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The paper is structured in two main parts. The first part is a synthesis of the development
of the current stage of the expert systems as a branch of applied Artificial Intelligence.
The common components (knowledge base, control program, conjecture component),
different ways of classification, applications, development tools of expert systems are
successively presented. The knowledge-based systems concept, a comparison between
machine problem-solving and human expert and the most important reasons for devel-
oping the expert systems in various fields of manufacturing and management are also
included in this part. In the second part of the paper, an expert inspection task planning
system for Coordinate Measuring Machines (CMM) is developed using Artificial Intelligence
techniques. It is generative in nature and it is based on a feature-oriented computer-aided
modeling system which has been developed in association with the planning system.
Development of feature-oriented modeling system, direct pattern recognition for inspec-
tion planning, the inspection planning system and the inspection sequence are included
in this part.

Keywords: expert system, artificial intelligence, inspection planning, feature-oriented
modeling.

Introduction
Expert systems are a branch of applied

Artificial Intelligence. They may be de -
scribed in simple terms as an art that uses
science. Expert systems skills include com -
puter science, cognitive psychology, be -
hav ioral sciences and domain sensitivity.
The product of expert systems is knowl-
edge-based systems which emulate hu -
man intelligence (Tacu, 1998). These in -
clude ex pert systems, hypermedia sys-
tems, CASE (computer-aided/-assisted
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software engineering), intelligent tutoring
systems and hybrid systems.
Expert systems are the most common

and the most important knowledge-based
systems. They are computer programs
which use knowledge and reasoning tech -
niques to solve problems that would nor-
mally require the abilities of human ex -
perts. Knowledge-based systems are in
everyday use in most companies.

Applications of Expert Systems
Expert systems are classified according

to the size of knowledge base: small (less
than 500 rules), medium (more than 500
but less than 10000 rules), and large (more
than 10000 rules) (Andone, Þugui, 1999).
As far as development methodology is

concerned, there are expert systems con-
structed using programming languages
(for example, C, LISP or PROLOG) and
expert systems produced by shells. Shells
are computer software systems that pro-
vide: a knowledge representation mech-
anism, a control program to process the

knowledge base and a user interface (An -
done, 2002).
According to the approach used in con -

structing the knowledge base, there are
rule-based, example-based, and integrated
expert systems. The rule-based systems
are also called production systems. Their
knowledge base consists of production
rules, focused on ‘IF’ conditions and ‘THEN’
action concepts. Such systems move from
condition to condition by interfacing with
the users. They are the best solution in
cases in which declarative and procedural
knowledge can be represented in a rule
format. Example-based systems generate
rules, conclusion, and solutions from the
past examples stored in the knowledge
base. Since an inference is based on a
limited sample set, such systems are also
called induction systems (Zaharie et al.,
2003). They are the best solution in cases
in which the rules are not known and the
system must deal with prediction, judgment
and heuristic knowledge. Integrated sys-
tems are based on a variety of techniques
for knowledge-base design and search.
They may combine production rules with
frames, or deduction with inductive ex -
amples.
As far as the approach to emulating

hu man reasoning is concerned, there are
deduction-based and induction-based
expert systems. Deduction-based systems,
like production systems, use rules to reach
conclusions by deductive reasoning. Some
applications of deductive reasoning in ex -
pert systems are: assembly (integration of
individual parts into a whole); planning
(sequence of events to accomplish a task);
and design (application of known princi-
ples to produce new things) (Moise, 2006).
Induction-based systems treat the knowl-
edge base as example-based and evaluate
it using inductive reasoning. Some common



applications of inductive reasoning in ex -
pert systems are: diagnosis (identification
of problem causes), testing (matching of
items against criteria) and prediction (ex -
tra polation of known outcomes to the
future) (Moise, Naianu, 2003).
Expert systems are either stand-alone

or embedded (Gherasim, Cocianu, 2005).
The stand-alone program runs on a com-
puter as a sole application. The embedded
expert system is a part of another program.
It may be either a portion of a conven-
tional program which is accessed when
needed, or it may run concurrently with
other application.
Expert systems are also classified ac -

cording to applications fields (Alexandru,
2002):
1)1) manufacturing expert systems are de -
signed to make the manufacturing pro -
cess phases (planning, design, produc -
tion, control) more efficient;

2)2) financial expert systems are used in mo -
ney management (banking, accounting
insurance);

3)3) educational expert systems are involved
in the development and delivery of in -
struction (school, professional training,
media);

4)4) medical expert systems are used in di -
ag nosing, analysis of symptoms, drug
prescriptions and curing methods;

5)5) scientific expert systems are involved
in all scientific fields, from anatomy to
zoology;

6)6) military expert systems are used for stra -
tegic and tactical aspects of military
operations;

7)7) public domain expert systems provide
a variety of intellectual services from
game playing and home-banking to
le gal counseling and weather forecast -
ing.

As far as the expert systems purpose is
concerned, there are three types: adviso-
ry and consultancy systems; human deci-
sion-making replacements; and creators
of new expertise in a given field. There
are ten types of expert system applica-
tions (Zaharie et al., 1998):
1)1) interpretation – interfering the signif-
icance of the real situations, based on
the descriptions from sensory data;

2)2) prediction – interfering the conse-
quences of given situations, based on
those already known;

3)3) diagnosis and maintenance – infer-
ring malfunctions from observable
events;

4)4) design – automatic configuration of
objects and systems under established
constraints;

5)5) planning – designing a sequence of
courses of actions, oriented towards
objectives;

6)6) monitoring, or comparing observations
to expected outcomes;

7)7) debugging, or prescribing remedies for
malfunctions;

8)8) repair, or executing plans to administer
prescribed remedies;

9)9) instruction, or performing diagnosis
and prescribing action;

10)10) control – intelligent automatic ma nip -
ulation of the systems behavior of sys -
tems.

Changes in Production by Artificial Intelligence
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Development Tools
The process of building an expert sys-

tem begins with problem identification or
prospecting. After the problem has been
selected, the task of prototyping follows.
Prototyping is the most time-consuming
phase in the process and consists of in ter -
viewing domain experts and other sources
of knowledge in order to acquire the ma -
terial necessary for the knowledge base.
After the knowledge representation tech-
nique(s) have been selected, the coding of
the system follows, and the first working
prototype is produced (Hristea and Bãlean,
2005). This is shown to the experts and the
users and their comments solicited. The out -
come of this (iterative) process is a series
of new prototypes, modified according to
the suggestions. Eventually, the system is
put into production, implemented, and
where necessary, maintained in order to
enhance its functionality. Technically speak -
ing, expert systems could be developed in
any programming language equipped with
an ‘IF’ command.
There are a variety of computer lan-

guages applied in developing commercial
expert systems, namely Basic, COBOL,

LISP, PROLOG, Pascal, C and FORTRAN to
OPS5, Nexpert, EPITOOL or GKS (Graph -
ical Kernal System) (Pop and ªerban, 2004).
In 90 per cent of the cases, more than one
language was used to produce the expert
system code. However, some languages
are not suited for rule-based or frame-based
programming. LISP (LISt Processor) is the
most widely used Artificial Intelligence pro -
gramming language, followed by PROLOG
(PROgramming in LOGic), a programming
language based on predicate calculus
(Neagu et al., 2006).

Expert System 
for Inspection Planning
Inspection is of paramount importance

in modern manufacturing. As products ac -
curacy increases and limits on geometric
tolerance become tighter, to meet more
complex functional specifications, more
effective inspection planning and execu-
tion becomes indispensable. The use of
Coordinate Measuring Machines (CMM) is
widespread in the industrial environment.
Generative inspection planning for CMM,
using Artificial Intelligence techniques is de -
veloped (Darlington, 2000; Patterson, 1990).
The efficient and economical operation of
these machines, and their CAD-directed
programming and task planning require
detailed investigation in order to develop
flexible inspection systems which facili-
tate the integration of CMMs in automated
manufacturing systems.
This paper presents a knowledge-based

solution to generative inspection task plan -
ning for CMMs. The analysis of traditional
inspection processes reveals the following
generic steps:
1.1. Understanding the part and its inspec-
tion criteria as specified in the engineer -
ing drawings;
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2.2. Decision-making regarding the inspec-
tion procedure, given the available in -
spection facilities;

3.3. Executing the inspection plan.
Understanding the part and its inspec-

tion criteria is a matter of interpreting the
engineering drawing and specifications.
Once this is done, inspection tasks may
then be planned, for available inspection
facilities and tools, using expert knowledge.
Inspection plans may be executed using
appropriate links with the inspection ma -
chines and tools.
In this paper, a feature-oriented model-

ing and planning system approach is pro-
posed. Emphasis is placed on the full de -
scription of parts and the application of the
expert system and knowledge engineer-
ing techniques so that a modeled part can
be automatically recognized by process

planning system for machining and in spec -
tion. This approach is not limited to in spec -
tion planning and is applicable to manu-
facturing process planning in general.
Since the inspection planning system

is dependent on the use of feature based
modeling and feature extraction, using syn -
tactic pattern recognition, prior to the use
of inspection knowledge rules, these as -
pects will be described briefly.

Development of Feature 
Oriented Modeling System
A feature-oriented modeling system con -

sists of three major parts (Figure 1): fea-
ture base, interactive modeling, dimension -
ing and tolerance module, the knowledge
base for tolerance assignment consulta-
tion.

Changes in Production by Artificial Intelligence

Figure 1 – Modeling System Structure

The feature base is created by examining
and decomposing a representative sample
of parts and establishing the relationship
between the basic features and the manu -
facturing operations. For example, a rota-

tional part may be composed of cylinders,
screws, key seats and holes. The machin-
ing operations contain turning, drilling, bor -
ing, milling and grinding. Geometric tole -
rances may include cylindricity, angularity,
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perpendicularity, concentricity and coaxi -
ality. Dimensional tolerances are specified
for diameters and lengths. All these fea-
tures, geometric and dimensional toler-
ances as well as surface finish etc. are cap -
tured in the part data file produced by the
developed feature-based modeling system.

The selection of the primitive features
is a trade-off between the generality and
flexibility of the modeling system and the
complexity of the feature representation
data structure and its manipulation. A pre -
liminary version of a feature base for ro -
ta tional parts is shown in Figure 2:
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Figure 2 – The feature base listed in the menu

Direct Pattern Recognition 
for Inspection Planning
The Syntactic Pattern Recognition ap -

proach is a commonly used technique for
natural language manipulation. A pattern
is represented as a collection of primitives
just as a sentence is composed of a group
of words in certain order (Hristea and
Bãlean, 2005). This approach is chosen
for representing parts features and recog-
nizing them later in order to automatically
plan their manufacturing process and in -
spection. The procedure consists of:

a) Selection of pattern primitives.
Primitives extraction is an important part
of pattern recognition. It requires a strong
knowledge of the physical nature of the
problem being solved since there is no gen -
eral solution for the primitive selection. For
different parts, different geometric tolerances

may be required to support the functional
requirements. Hence, it is possible to group
the parts together using the similarity of in -
spection primitives.

b) Clustering. A similarity measure bet -
ween two syntactic patterns usually in cludes
the similarity of both their structure and
pri mitives. It is expressed as Levenshtein
Distance between the two patterns. This
distance is defined as the smallest number
of transformations required to make them
become exactly the same (Iwata, Moriwaki
and Ueno, 1992). This method is used to
cluster parts and features according to their
inspection requirements. Rotational parts
are examples of clustering analysis (Iwata,
Moriwaki, and Ueno, 1992).
The result of this analysis is given in

Fi gure 3. If level 1 is chosen as a criterion,
then seven groups of parts will be obtained
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in the final analysis. The number of groups
is in fact arbitrarily determined. If a real

production system requires fewer classes,
then level 2 may be used as a criterion.

Changes in Production by Artificial Intelligence

Figure 3 – Result of Clustering Analysis

c) Grammatic inference. After the pat -
terns are clustered, inspection plans can be
made if corresponding inspection facilities
are formed. Since only inspection plans are
considered and the order of inspection
tasks is not significant, the results of gram -
matic inference for the {3, 4, 5} cluster
shown in Figure 3 is expressed as follows
by using a context-free grammar:

G = (Vn, Vt, P, S) (1)

where
Vn = {S, T1, T2,..., T9} (2)

Vt = {a, c, d, f, g, h, k, l, m} (3)

where Vn is a set of nonterminal symbols,

Vt is a set of terminal symbols, P is a set of

production rules or rewrite rules, S is the
start symbol. The symbol a means straight -
ness, c roundness, d cylindricity, f surface
profile, g parallelism, h perpendicularity,
k concentricity, l symmetricity and m cir-
cular runout. For this problem, the pro-
duction rules (or rewrite rules P) can be
any form combination of these primitives
depending on the part design.

d) Syntactic analysis. The recognition
of a new component consists of comparing
the distances between the symbolic pattern
representing the new component and every
existing feature pattern to find the smallest
number of transformations, and consequent -
ly the most suitable group for the new part.
Transformations are multiplied by suit-

able weighting factors to avoid ignoring any
feature of a new part if possible. The final
decision regarding selecting the machine
to perform the planned task is made based
on machines load balancing or economical
considerations. This can also solve the prob -
lem of parts which may be suitable for as -
signment to more than one family.

The Inspection Planning System
Not all types of geometric tolerances can

be checked by CMM. If possible, some
fea tures should be inspected using other
methods.
The inspection sequence is important

since the machines are expensive and
should be operated efficiently. By exam-
ining the characteristics of CMMs, the
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inspection process itself, parts tolerances
and tolerance theory, the following prin-
ciples, on which expert planning system
is based, were developed:
1)1) The input part is examined to find out
what features should be inspected using
non-CMM device. Classification results
can provide some help regarding ge o -
metric tolerances inspection since some,
such as total runout, cannot be meas-
ured on CMMs. Then corresponding
planning is done for the measurements.

2)2) As long as the part is fixed on the table,
its orientation is determined. All fea-
tures to be inspected should then be
examined for accessibility.

3)3) Once accessibility of all features is de -
termined, the feature datum is searched,
as an important feature, and its position

in list data structure is identified. Next
measurement planning and correspond -
ing tolerance checking are conducted.
Since CMM checks the features geo-
metric elements instead of recognizing
the exact shape of the features, then all
defined features must be decomposed
and represented by these geometric
ele ments.
When the first item is measured, an

ap propriate probe should be chosen. All
accessible features with similar geometric
elements are inspected at the same time.
This is based upon efficient considerations
for CMM operation.
4)4) Next step is to find other features which
belong to other geometric elements,
from an inspection point of view, and
can be inspected by the current probe,
then step 4 is repeated. This process is
repeated until all accessible items which
can be inspected by the present probe
have been checked.

5)5) The next step is to choose another fea -
ture and to find suitable probe. Then
step 4 and 5 are repeated. A similar pro -
cedure is used except that all accessible
features tolerances are checked using
the same datum.

6)6) The tolerance measurement process
starts at datum features. Similar toler-
ance checking items are searched and
completed at the same time.

7)7) If the first chosen tolerance requires a
datum, then all measured features tol -
e rances, based on this datum, are
searched and compared with design -
ed tolerances.

8)8) The above process is repeated until all
tolerances are completed.

9)9) Then part or probe orientation is
changed and the above process is re -
peated until the part inspection is com -
pleted.
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The proposed inspection planning sys -
tem can be implemented in PROLOG
which is logic programming language ba -
sed on the resolution principle of the first
order logic (Sîmbotin, 1997) The knowledge
for inspection planning is represented as
production rules and assertions. The con -
trol mechanism provided by PROLOG is

the depth-first, left to right search. The in -
ference engine consists of two phases,
pat tern matching and unification (Blãjinã,
2005).
The expert inspection planning system,

shown in Figure 4, consists of the main
module and several submodules, each of
them having its role.

Changes in Production by Artificial Intelligence

Figure 4 – Inspection Planning System Model

A feature can be expressed as a se quence
of feature number, name, main dimensions
and tolerance items. This type of definition
takes into consideration both physical prop -
erties and CAD database, i.e. technical de -
scription. Parts are described using a list of
the data structure in which each feature is
expressed in a sub-list. Once the part to be
inspected is fixed on the machine table,
fea tures accessibility must be determined
and arranged so that part and/or probe
orientation changes can be identified and
planned. This means examining the geo-
metric properties of all features.

An example for determining the feature
accessibility can be found below:

IF feature(i) is a cylinder and;
feature(i+1) is a cone and;
the cone max. diameter is smaller
than the cylinder diameter and;

the axis of the feature is parallel
to Z direction,

THEN the cone is inaccessible if the
common probe is used.

All features accessibility should be ex -
am ined. Accessible features are stored in
certain positions in a list, others are left
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in positions where they can be accessed
when the part orientation is changed. Since
a symbol is given, the terminal point de -
fines the list end point. Each feature in a
sublist is compared with adjacent ones until
completion.

Conclusion
The results presented in this paper are

part of a research aimed at developing an
intelligent system for manufacturing pro -
cess planning tasks. The main emphasis is
placed on describing the inspection plan-
ning system and related modeling func-
tions.
Effective feature representation and re -

cognition methods can bridge the gap bet -
ween date bases produced by computer

aided design systems and computer aided
process planning programs. A careful se -
lec tion of feature primitives is essential to
achieve simplicity and speed without losing
the generality of the modeling system.
This proposed generative expert inspec -

tion task planner utilizes domain specific
knowledge and rules to generate inspection
plans, for both rotational and prismatic
parts.
Many ideas for automating inspection

planning using Artificial Intelligence tech -
niques can be implemented. These include
feature accessibility, inspecting datum fea -
tures first and grouping inspection tasks
according to geometric features type of
to lerances, measuring probes and datum
features to improve the efficiency of plan -
ned inspection.
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Changes in Production by Artificial Intelligence

„They must 
often change, 
who would be 

constant in happiness
or wisdom.”
Confucius
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Ab
st
ra
ct The motivation behind this research is based on understanding more about a syndrome

that torment every individual, regardless of occupation zone. By choosing to investigate
the professional stress among the master students it was made one of the multiple attempts
to investigate possible factors that may influence their academic performance and their
general behavior. Studying these consequences that produce changes in the behavior of
individuals, solutions can be discovered, and by developing these solutions, we can use
them in any professional field.

Keywords: eustress, distress, stress, performance

Introduction
The term „stress”, is a word so often

used today, a word we hear even in chil-
dren’s language, a word that is repeated
almost obsessively, but a scientific word
that only a few of us know to speak about
its true meaning (Popescu, Cenea, 2006,
p. 13).
Although the linguistic term „stress” is

recorded for the first time in the 15th cen-
tury in the Oxford English Dictionary, des -
ignating a strain or a physical pressure,
the first reference to the term „stress” as
a pathological term is carried out in an
article published in 1936 by the Canadian
pathophysiologist Hans Selye. Starting from
Selye’s vision about „stress” and his theo -
ries of the stress manifestations as a syn -
drome, Roger Guillemin formulated one
of the most widely accepted definitions

„To exist 
is to change, to

change is to mature,
to mature is to go on
creating oneself 

endlessly.”
Henri Bergson
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of stress: „a physical state, given by a spe-
cific syndrome corresponding to all the
nonspecific changes induced in a biolog-
ical system” (Tatu, 2009, pp. 9-10).
A synthetic definition of the „general

stress” can be „a psycho-physical reac-
tion of the body, generated by stressors
agents acting on the path of the sense or -
gans to the brain, putting into motion –
due to the limbic-cortico-hypothalamic
links – a whole range of neuro-vegetative
and endocrine reactions, with visible ac -
tion on the whole body” (Andreescu, Lita,
2006, pp. 31-32).
Stress is triggered by external problems

that people are facing, as well as how they
face these problems. Most of the people
face a large variety of pressure factors dur -
ing their entire existence. Some persons
are stimulated to give maximum efficiency
only when they are stressed, especially at
work or in a professional environment.
But after they stop facing the tensions
brought by stress in a proper way, stress
symptoms begin to occur (Melgosa, 2000).
Stress may involve external factors that
threaten the welfare, internal factors, and
physical responses to each of the sources
of internal and external factors (Corey and
Corey, 2010, p. 134).
According to Jurcau (2003) sociologists

say that stress is due to the characteristics
of the living environment. Physiologists,
endocrinologists and immunologists be -
lieve that stress is the body’s response to
external stimulations. Psychologists argue
that stress occurs due to a state of self-in -
ef ficiency perceived by the subject (Stoica,
2007, pp. 18-19). Therefore, psychological
stress is characterized as a sort of rela-
tionship between the individual and the
environment and is evaluated as a conse-
quence of a depletion or excessive use of
the own resources that is threatening the

well-being and the comfort of the individ-
ual (Lazarus, Folkman, 1984, p. 21). All life
situations that strain the body, especially
the adaptive mechanism generates stress.
Hence it occurs the assumption of the two
forms, types of stress: distress or negative
stress, which is the term commonly used,
and the positive stress or eustress (Popescu,
Cenea, 2006, p.18).
The perceived stress exceeding a critical

intensity, the amount of which varies wide-
ly from individual to individual, is desig-
nated as „distress”. The state of distress is
defined as a negative, evil, harmful, de -
structive, factor of life that can be consid-
ered harmful in total contradiction, an tag -
onism with the state of eustress, which is
practically its opposite state.
The „distress” state is caused by intense

stressful factors, which act simultaneous
over a long period of time, have a strong
negative effect in the biopsychosocial area
and which are in complete opposition to
the needs, aspirations and daily activity of
the individual (Riga and Riga, 2008, p. 117).
The „distress” state is caused by the exces-
sive and prolonged use of the physiolog-
ical and psychological resources, resulting
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in decreased performance, dissatisfaction,
psychosomatic and physical disorders
(Stoica, 2007, p. 20). It may be specified
that the main hormone produced during
states of distress are „catecholamine” (nor -
e pi nephrine and epinephrine in particular)
which can occasionally cause cardiovas-
cular diseases and can also lower the bo -
dy’s resistance to infection and to cancer”
(Iamandescu, 2002, p. 11).
Summarizing the above, it can be said

that when an individual is unable to return
to the normal state of homeostatic balance,
and this state of imbalance is maintained
for a long time he/she can reach a func-
tional disorder of physiological systems
and negative and destructive phenomena
associated with perceived stress.
The literature emphasizes another type

of trophic activity with mobilizing and
positive effects which is called „eustress”,

but this state has been less studied. The
term „eustress” designates the level of an
optimal psycho-neuro-endocrine stimula-
tion that maintains the balance and the
physical and mental health status of the in -
dividual, by inducing a positive adaptation
to the environment. The state „eustress”
acts as a dynamic and energizing factor
for the mind and body, having the effect
of mobilization towards achieving the es -
tablished goals (Stoica, 2007, p. 20).
The state of „eustress” is seen as a trig-

ger for action to the benefit of the indi-
vidual, because this state mobilizes him
to do actions that arouse the interest in
which the individual is willing to put fur-
ther efforts (Biegel, 2009, p. 13).
The state of „eustress”, also called the

positive stress is good for the individual,
is vitalizing and favorable for survival.
This state makes us aware of the danger
and gives us the opportunity to escape the
threats. The factors that generate „eustress”
are represented by the pleasant agents and
situations that come from the environ-
ment and which are favorable for the in -
dividual, also by positive mental states like
feelings or emotions which generally have
positive consequences on the body (Riga,
Riga, 2008, p. 116).
Examples of „eustress” experiences may

be: the feeling of a shared love, the re u nion
with the loved one, finding a good news,
hearing a good song and so on. The state
of „eustress” is composed of ele ments of a
physical strain, and this can in clude phys -
ical activities like dance, sexual activities,
playing sports etc. (Maier, 2011, p. 34).

The Stress Factors
Elliot and Eisdorfer (1982) define the stre -

s sors or the stress factors as environmental
events or conditions, sufficiently intense
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or frequent that claim physiological and
psychosocial responses from the individ-
ual. Conventional stressors are more often
grouped into three large categories: phys -
ical stressors, psychological stressors and
social stressors. This classification is less
ap plicable because most often in the en -
vironment in which people operate, they
interact with all these factors at the same
time, which makes it very difficult to study
their effects separately. Features of the con -
temporary life cause a daily confrontation
between the man and the psychosocial
stress factors, which explains why most of
the research activities are predominantly
focused on this category of stressors.
The stress factors at individual level

re side sometimes in the structure of per-
sonality, in the emotional reactivity type,
in the intellectual abilities and cognitive
style, in the attitudinal and behavioral char -
acteristics of the individual and may be -
come harmful due to their repetitive nature.
The psychosocial stress factors acquire

specific manifestations depending on the
stage of the life cycle in which the indi-
vidual is situated. For example for a small
child, the separation from the mother is a
major cause of stress; for teens, a correspon -

dence is the identity crisis, for the young
individuals it can be the professional op -
tion that will influence their entire life, the
adult can be stressed because of the mul-
titude responsibilities and at the third age,
because of the biological and intellectual
regression.
The profession is another existential

landmark for the individual in terms of iden -
tity, purpose, appearance and revenues.
The inadequate professional conditions can
cause repercussions on the states of phys -
ical and psychological comfort causing
stress to the individual. The occupational
stress factors can come from: the physical
environment (noise, vibration, extreme
temperatures, lighting etc); social environ -
ment (reduced interpersonal relationships,
lack of cooperation, critical or dictatorial
attitudes, job insecurity etc.); the nature and
organization of work (overload, repetitive
work, imposed rhythm, extended hours).
According to the typology made by Le

Blanc de Jonge and Schaufeli (2000), pro -
fessional stressors are classified into four
groups according to the aspects of the work
environment or the conditions of the pro -
fessional activity, factors which can be also
viewed in Table 1:

Stress and Students’ Performance



78 FAIMA Business & Management Journal

Ion Daniel Zaharia, Dana Corina Deselnicu, Gheorghe Militaru

Table 1 – Categories of stressors related to the work environment

Most of the stress factors identified get
involved in the individual role attributes.
Thereby, the role conflict refers to percep -
tual differences regarding the content of the
roles of an individual or the importance of
the elements supported by the role. Thus
these differences arise between the individ -
ual and others within a group when they do
not share the same expectations about the
role. The role conflict can generate nega -
tive emotional feelings, tension, and often
physical manifestations. These situations
may occur due to a conflict between the
requests generated by the different roles
held by a person.

Research Methodology
Research objectives: Investigation of the

stress level among the master students.
Research design: The type of research is

a causal-comparative design that allows
the study of the cause-effect relationship
between the chosen variables.

Research group: The study was conduct -
ed on a total group of 30 subjects selected
from a group of master students from a state
university in Bucharest, Romania.

Studied variables: The independent var -
iables were age and gender, while the de -
pendent variables were school perform-
ance and the assessed level of stress.

Stress assessment instruments: the study
used an adapted version of the question-
naire entitled „Without Stress” by Julian
Melgosa (2000). The inventory consists of
96 items, grouped into six subscales, as
follows: „Lifestyle” (L), „Environment” (E),
„Symptoms” (S), „Professional Occupa -
tion” (O), „Personality” (P), „Interpersonal
relationships” (R). The answers are given
on a Likert scale with four levels of inten-
sity, so „never” (N), „almost never” (AN),
„frequently” (F), „almost every time” (AE).
On the response grid were also recorded
the values for the following variables:
„gen der”, „age” and „school performance”.

(Source: Adapted from Capotescu, 2006, p. 40.)
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Data processing. The obtained data
from the questionnaire were processed
using the statistical program SPSS 22.00,
Trial version.

Research hypotheses:
1.1. It is assumed that the master students
record a certain load of stress.

2.2. It is assumed that the recorded level of
stress is influenced by the age of indi-
viduals.

3.3. It is assumed that the stress level affects
the school performance of the master
students.

Research Results
By performing the central tendencies

analysis, it can be observed that the in -
vestigated group of individuals have the
following characteristics: the average age is
24.77 years, with the central distribution va -
lue of 23.50 years. The most common value
is 23, meaning that the batch is composed
of young individuals aged between 22 and
35 years, according to Table 2:

Stress and Students’ Performance

Table 2 – Central tendencies analysis for the investigated variables

Figure 1 – Age distribution for the investigated sample (histogram)

The age distribution is irregular, and
the standard deviation is 2,967, according
to Figure 1:
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The gender of the sample is predomi-
nantly female with an overwhelming per-
centage of 83.3% compared to the rest of

16.7% that accrues to the male gender
according to Table 3:
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Table 3 – Statistical indicators for the gender of the investigated sample

Figure 2 – School performance distribution for the investigated sample (histogram)

According to the Romanian grading sys -
tem, the variable „school performance” can
take values between 1 and 10. For the in -
vestigated sample, school performance re -
corded an average value of 8.5053, with
the peak of the distribution of 8.4500, and

the most common value 8 as presented in
Table 2. The minimum and maximum re -
corded values of the distribution are 7.13
and 9.83. The values distribution can be
viewed in Figure 2:

For the investigated sample, the average
score of the variable „Melgosa total score”,
accounting for the total stress score is
107.23, with average values between 71 and
144 and the most common value being

80, according to Table 2. The distri bution
of the stress scores can be viewed in Fi gure
3 as histograms with the normal curve of
distribution:
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According to Table 4, the mean score
of 107.23 has the psychological meaning of
„normal stress zone”, so we can conclude

that stress level of the entire research
sample it’s psychologically normal:
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Table 4 – Standard areas of stress

Figure 3 – Total stress score distribution for the investigated sample (histogram)

With the last assertion, it can be proved
that the first of the research hypothesis is
demonstrated, meaning that the master stu -
dents from the sample have a certain re -
cord ed stress level.
For testing the second and third re -

search hypothesis, some Pearson correla-
tion analysis in SPSS have been performed.

The second hypotheses presumed that
the registered stress level is influenced by
age. As can be observed in Table 5, the
„subjects’ age” variable has not recorded
any correlations with the „Melgosa total
score” variable, meaning that second re -
search hypothesis is disproved:
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The third research hypothesis is pre-
suming that the school performance is
influenced by the recorded stress level of
the subjects. The hypothesis is tested in
Table 6 which lists the Pearson correlations
for the two variables. According to the
table, it is easily observable a statistically

significant correlation (r = 0.483) viable
at 0.01 confidence level between the two
variables. This positive correlation means
that the studied variables have similar trends:
as the school performance increases, the
stress also increases, showing a positive
association between the two variables.
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Table 6 – Correlation analysis of the school performance and stress scores
for the investigated sample

Table 5 – Correlation analysis of the age and stress scores for the investigated sample

** Correlation is significant at the 0.01 level (2-tailed). 

The third hypothesis is confirmed, and
it can be said that the accumulated stress
level affects the school performance of the
subjects. It can be observed that the sub-
jects which report a high level of stress com -
pared with the average score, also record
a high school performance. High levels of
stress may be associated with subjects in -
volvement in school activities and their in -
terest to achieve above average academic
performance.

Conclusions
In conclusion, by following the statis-

tical analysis and the interpretation of data,
the first and the third hypotheses were
con firmed, while the second hypothesis
was invalidated. According to the first hy -
pothesis, it was assumed that the master
students record a certain amount of stress
and this fact it was confirmed by applying
the stress evaluation inventory and by in -
terpreting the results.
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According to the second hypothesis, it
was assumed that the accumulated stress
level vary depending on individuals age.
The Pearson correlation analysis between
the two variables highlighted no significant
correlation, showing that the stress factor
is not influenced by the individuals age,
meaning that all the individuals feel the
stressors agents in the same way.
The confirmation of the last hypothesis

was supported by a highly significant cor -
relation between the accumulated stress
level and the academic performances. Ac -
cording to this association between the two
variables, it can be said that the subjects
who achieve high academic performances
record a high level of stress as well, and
vice versa, the subjects with a low acade -
mic performances record a level of stress
below average.
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„Those 
who cannot 

change their minds
cannot change 
anything.”

George Bernard
Shaw
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